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GENERAL INTRODUCTION

“Everything should be made as simple
as possible, but not simpler ”.

Albert Einstein

FOREWORD

This manuscript will emphasize the investigated scientific research themes addressed
throughout our developments since my incorporation in September 2006 at Polytech
Clermont-Ferrand – Institut Pascal UMR CNRS 6602 (France) as an associate profes-
sor. Obviously, it will not detail exhaustively all the developments undertaken since 2006,
but will only focus on the most important achievements/results while highlighting the in-
novative scientific methodology leading to the different outcomes.1 The presented re-
searches are focused on the way to increase the autonomy of mobile mono robot as
well as Multi-Robot Systems (MRS) to achieve complex tasks. More precisely, the
main objective is to emphasize the developed generic control architectures in order to
enhance the safety, flexibility and the reliability of autonomous navigations in com-
plex environments (e.g., cluttered, uncertain and/or dynamic). The proposed control
architectures (decision/action) have been addressed through three closely related ele-
ments: task modeling; planning and finally the control aspect. Among the main ideas
developed in this manuscript are those related to the potentiality of using multi-controller
architectures.2 Indeed, using this kind of control permits us to break the complexity of
the overall tasks to be carried out and therefore allows a bottom-up development. This
will imply the development of appropriate reliable elementary controllers (obstacle avoid-
ance, target reaching/tracking, formation maintaining, etc.), but also the proposition
of appropriate mechanisms to manage the interaction of these multi-controller architec-
tures while ensuring the respect of different constraints and enhancing metrics/criteria
linked to the safety, flexibility and reliability of the overall control.

Although the developed concepts/methods/architectures could be applied for different do-
mains (such as service robotics or agriculture), the transportation domain remains the
privileged target. Applications include the transportation of persons (private car or public
transport) as well as merchandise transportation (in warehouses or ports for instance).
The different proposals will be applied for simple robotic entities (like Kheperar robots
modeled as unicycles) as much as for larger ones (like VIPALABr vehicles modeled as
tricycles). The theoretical aspect will take a part of the manuscript, but several simulations
and experiments will be given to demonstrate the efficiency of the adopted approaches.

Key-words: Autonomous mobile robots/vehicles; Control of complex systems;
Multi-controller architectures; HybridCD (Continuous/Discrete) and HybridRC (Reac-
tive/Cognitive) control architectures; Lyapunov-based synthesis and stability; Obstacle
avoidance (static and dynamic); Limit-cycle approach; Target reaching/tracking; Coop-
erative multi-robot systems; Navigation in formation (Virtual Structure, Leader-Follower);

1The details could be shown in the referenced papers, supervised PhD thesis, project manuscripts, etc.
2Well-known initially in the literature as behavioral control architectures (cf. section I.4, page 21).
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Cooperative exploration task; Cooperative transportation task; Task allocation; Auction
coordination; Kinematic constraints; Constrained control; Optimal planning; Continuous
curvature path; Clothoids composition; Velocity planning; Waypoints generation; Multi-
criteria optimization; Artificial intelligence (Markov Decision Process (MDP), Multi-Agent
System (MAS), Fuzzy logic, etc.); Complex multi-robot/agent simulation.

GENESIS OF THE RESEARCH WORKS

During my PhD thesis [Adouane, 2005], achieved in the micro-robotics team at LAB
(Labortaoire d’Automatique de Besançon, France), the research objective was to con-
trol a group of minimalist mobile robots, called ALICE [Caprari, 2003] (with a dimension
of 2cm × 2cm × 2cm) to perform, among others, the CBPT3 (Cooperative Box-Pushing
Task, cf. Figure1(a)). The constraints imposed by the use of these minimalist struc-
tures as well as the nature of the achieved cooperative task, which aims to control the
navigation and the interaction of a swarm of mobile mini-robots, led us to develop sev-
eral mechanisms/ideas to deal with this highly dynamic system. Indeed, the interaction
of a swarm of mini-robots in the immediate vicinity of the box to push is very high and
needs to be addressed without neither high cognition/planning (cf. section I.3.2, page
18) aspects nor centralized control (cf. section I.3.3, page 19) [Adouane, 2005]. There-
fore, fully reactive and decentralized behavioral control architectures have been proposed
to take into account the different constraints linked to the control of this highly dynamic
swarm of robots. More precisely, a Hierarchical Action Selection Process (HASP) was
proposed which allows us, to coordinate, with stimuli-response mechanism the activity of
the elementary behaviors/controllers composing the proposed architectures. The HASP
has been, thereafter, improved by integrating mechanisms of fusion of actions and a
mechanism of dynamical gains adaptation [Adouane and Le Fort-Piat, 2005], to obtain
the Hybrid-HASP [Adouane and Le-Fort-Piat, 2004]. This last process of coordination is
more flexible, intuitive and scalable than the basic HASP, and it has been proved to be
strongly adapted to control highly dynamic multi-robot systems. This process allows us,
at the level of the robot, to coordinate in a hierarchical and flexible manner the activity
of a set of elementary controllers (behaviors), and at the level of the group of robots, the
coordination of the robot’s interactions for reaching global objectives and desired mass
effects. Otherwise, specific low-level communication, called altruistic behaviors repro-
ducing the simple interaction (attraction/repulsion) of individuals constituting societies of
insects [Bonabeau et al., 1999] were integrated into the proposed control architectures in
order to improve the efficiency of robots’ coordination [Adouane, 2005].

The validation of the proposed mechanisms of control was made through actual experi-
ments (cf. Figure 1(a)) but more intensively according to statistical studies done on a large
number of data obtained thanks to MiRoCo4 simulator (cf. Figure 1(b)). The performed
statistical studies show among others, the existence of an optimal number of robots to
achieve the CBPT and underline the importance of implicit communications induced by
the altruistic behaviors [Adouane and Le-Fort-Piat, 2004]. It is important to emphasize

3In the field of swarm robotics, the CBPT is among the privileged complex task, in order to study
the relevance of reactive and decentralized control architectures [Parker, 1999], [Yamada and Saito, 2001],
[Ahmadabadi and Nakano, 2001], [Baldassarre et al., 2003], [Muñoz, 2003].

4MiRoCo (for Mini Robotique Collective, cf. ref [Adouane, 2005, chapter 7]) is a reliable and 3D simulator
dedicated in general to cooperative mobile robotics. MiRoCo gives a very good approximation of the different
physical constraints linked to the interaction of the robots between them and with their environment.
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Figure 1: (a) Experimentation of the proposed control architecture with 8 mini-robots
ALICE pushing a cylindrical object to a final assigned area; (b) MiRoCo simulator.

that with this kind of approach, followed during the PhD thesis [Adouane, 2005], there is
no other analytic technique to prove the actual reliability of the proposed control/strategy.
The step consisting of using statistical study in order to prove the efficiency of the pro-
posals is in general mandatory in these kinds of approaches [Bonabeau et al., 1999].

Although if the obtained results during the PhD are efficient to control a highly dynamic
multi-robot system, the lack of accurate analytic analysis reduces drastically the scope of
possible use of the already proposed control architectures. Especially if the targeted
tasks imply close interaction between the robots and humans (e.g., transportation or
service robotics tasks) or industrial applications (e.g., automatic warehouse manage-
ment/manipulation/transportation by a group of mobile robots). It has been decided
thereafter to improve the features of these multi-controller architectures, which still have
large potentialities (cf. section I.4, page 21), while permitting analytic and accurate sta-
bility/reliability analysis. This could be reached while introducing more automatic control
theory and while better mastering the elementary developed controllers and their interac-
tions, in order to actually attest to the reliability of the overall control architecture.

IMPORTANT INVESTIGATED DOMAINS AND MANUSCRIPT STRUCTURE

The main ideas developed in this manuscript are related to the potentialities of using
multi-controller architectures5 to tend ineluctably toward fully autonomous robot naviga-
tion even in highly dynamic and cluttered environments. Indeed, using this kind of control
permits us to break up the complexity of the overall tasks to be carried out and there-
fore allows a bottom-up development. It will be shown in this manuscript, how the pro-
posed techniques, concepts and methodologies can address different complex mobile
robot tasks. This will imply the development of appropriate reliable elementary controllers
(obstacle avoidance, target reaching, formation maintaining, etc.), but also the proposition
of appropriate mechanisms to manage the interaction of these multi-controller architec-
tures while ensuring the respect of different constraints and enhancing metrics/criteria
linked to the safety, flexibility and reliability of the overall proposed control architectures.

5Well-known initially in the literature as behavioral control architectures (cf. section I.4, page 21).
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Furthermore, in order to enhance the autonomy of mobile robots, it will be presented in
this manuscript several investigated works dealing with: modeling of sub-tasks; reliable
obstacle avoidance; appropriate stable control laws for target reaching/tracking; short-
term and long-term trajectories/waypoints planning; navigation through sequential way-
points; cooperative control and interaction of a group of mobile robots. More precisely,
this manuscript is organized into 6 chapters:

• Chapter I introduces briefly the domain of autonomous mobile robotics while high-
lighting its main achievements/challenges. It will also emphasize also the main con-
cepts/paradigms/motivations/definitions used throughout the rest of the manuscript.
The objective is to clarify them in order to simplify the different explanations and
developments used in the rest of the manuscript. Among them let us cite: the
boundary limit between planning and control; interest and most challenging as-
pects linked to multi-controller architectures; the notion of reactive/cognitive, cen-
tralized/decentralized,6 flexibility, stability and reliability of the developed control ar-
chitectures.

• Chapter II is devoted to an important navigation function corresponding to obstacle
avoidance controller. Thereby, a safe and flexible obstacle avoidance controller,
based on Limit-Cycles, for autonomous navigation in cluttered environments will be
presented. This chapter will also introduce important elementary building blocks
characterizing the different multi-controller architectures developed throughout this
manuscript. A brief description of the methodology to detect and to characterize
obstacles in the environment will also be presented.

• Chapter III focuses on the proposed HybridCD (Continuous/Discrete) multi-
controller architectures for online mobile robot navigation in cluttered environments.
The developed stable control laws for target reaching/tracking will be presented. An
important part of this chapter emphasizes how to obtain stable and smooth switch-
ing between the different elementary controllers composing the proposed architec-
tures.

• Chapter IV focuses on the proposed HybridRC (Reactive/Cognitive) control archi-
tecture permitting us to simply manage the activation of reactive and cognitive navi-
gation according to the environment context (uncertain or not, dynamic or not, etc.).
This architecture is based among others on the use of the homogeneous set-points
definition coupled with appropriate control law shared by all the controllers. This
chapter will pay attention to the proposed planning methods, mainly the one based
on PELC for car-like robots.

• Chapter V emphasizes the fact that it is not absolutely mandatory (as commonly
admitted and broadly used in the literature) to have a predetermined trajectory to
be followed by a robot to perform reliable and safe navigation in an urban and/or
cluttered environment. In this chapter, a new definition of the navigation task, using
only discrete waypoints in the environment will be presented and applied for an
urban electric vehicle. This approach permits us to reduce the computational costs
and leads to even more flexible navigation with respect to traditional approaches
(mainly if the environment is cluttered and/or dynamic).

6It is to be noted that in literature, cognitive and decentralized are, respectively, also called deliberative
and distributed control architectures.
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• Chapter VI is dedicated to the control of multi-robot systems. The focus will be
on dynamic multi-robot navigation in formation and on the cooperative strategies to
perform safe, reliable and flexible navigation. An overview of other addressed multi-
robot tasks (such as “co-manipulation and transportation” and “exploration under
uncertainty”) will be also briefly presented.

A general conclusion and prospects are given at the end of this manuscript.
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I
GLOBAL CONCEPTS/CHALLENGES

RELATED TO THE CONTROL OF
INTELLIGENT MOBILE ROBOTS

Summary: This chapter provides an overview of the autonomous mobile robotics domain
while highlighting its main achievements/challenges. It will also emphasize the main con-
cepts/paradigms/motivations/definitions used throughout the rest of the manuscript. The
objective is to clarify them in order to simplify the different explanations and developments
given in the coming chapters.
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CHAPTER I. GLOBAL CONCEPTS/CHALLENGES RELATED TO THE CONTROL OF INTELLIGENT MOBILE ROBOTS

I.1/ AUTONOMOUS/INTELLIGENT MOBILE ROBOTS

During the last decades, research investigations, related to the field of autonomous nav-
igation of mobile robots become more and more important. It would be illusory to try to
cover all the different research / developments / projects related to autonomous mobile
robots. In fact, several laboratories / companies / industries / start-ups throughout the
world are involved in this useful area.

Robotic mobilities Several kinds of robot mobilities exist and they can be classified
according to their work space/environment, among the most representative, let us cite:

• Underwater robots which are commonly called Autonomous Underwater Vehicles
(AUVs) (cf. Figure I.1(a)).

• Boat robots, called Unmanned Surface Vehicles (USVs) (cf. Figure I.1(b)).

• Aerial robots which are commonly called Unmanned Aerial Vehicles (UAVs) or
drones (cf. Figure I.1(c)).

• Ground robots which are commonly called Unmanned Ground Vehicles (UGVs).
Furthermore, the UGV can use different devices to move such as legs (cf. Fig-
ure I.1(d)), wheels (cf. Figure I.1(e)) or specialized wheels [Siegwart et al., 2011]
[Seeni et al., 2010] such as tracks wheels [Wu et al., 2014] or the one used by the
robot Curiosity (cf. Figure I.1(f)).

(a) (b) (c)

(d) (e) (f)

Figure I.1: Different kinds of mobile robot locomotion. (a) AQUAr bio-inspired AUV
(KROY version) [Speers and Jenkin, 2013], (b) Piranhar USV from Zyvexr company,
(c) UAV from Fly-n-Senser company, (d) two LS3s from Boston Dynamicsr, (e) the first
two-wheel self-balancing chair Gennyr, inspired by Segwayr, (f) Robot Curiosity (from
NASA) exploring Mars planet.
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I.1. AUTONOMOUS/INTELLIGENT MOBILE ROBOTS

The different works developed in this manuscript are dedicated to UGVs with wheels.
The term mobile robot will always designate, in what follows, a UGV and if not, the mobile
robot structure will be explicitly defined in the text. More specifically, the focus will be on
the control of UGVs (mono or multi-robot entities) to perform autonomous navigation
even in highly cluttered and dynamic environments (cf. section II.1, page 30). In the
adopted methodology, it is taken as principle that if the proposed control architecture can
be reliable in that kind of complex and constrained environment, it could be obviously
even more reliable in a less constrained one.

Autonomous navigation of UGVs is used in different tasks/domains, for instance:
area surveillance [Borja et al., 2013] [Memon and Bilal, 2015], mapping of unknown
environments [Lategahn et al., 2011] [Fernández-Madrigal and Claraco, 2013], human
search and rescue [Murphy, 2012] [Simpkins and Simpkins, 2014], space explo-
ration [Seeni et al., 2010] [Alfraheed and Al-Zaghameem, 2013], military [Voth, 2004]
[Springer, 2013], agriculture [Guillet et al., 2014] [Lu and Shladover, 2014], ser-
vice robotics [Goodrich and Schultz, 2007] [Güttler et al., 2014] or transportation
[Takahashi et al., 2010] [Vilca et al., 2015a].

Although the developed concepts/methods/architectures could be applied for the different
tasks/domains given above, the transportation domain remains our main privileged target.
This transportation can touch people (private car or public transport) as well as goods
transportation (in warehouses or ports, for instance).

Short historical aspects The vision to have driverless vehicles is not new. Indeed,
since 1939, in the Futurama Exhibition held in New York and sponsored by General Mo-
tors, the idea to have radio-controlled cars in the motorway was announced. Before we
explore more this important domain, let us give some important historic steps related to
the first and determining UGV structures/abilities:

• 1949: The first mobile robots were built by W. Grey Walter in 1949. They have
three wheels, and are turtle-like robots (Elmer and Elsie turtles) with light and
touch sensors, drive and steering motors, and two vacuum tube analog comput-
ers [Walter, 1953] (cf. Figure I.2(a)). This system allowed the turtles to wander in a
room and return to a recharging station.

• 1967: Stanford Research Institute (SRI) develops Shakey mobile robot
[Wilber, 1972] (cf. Figure I.2(b)), the first sophisticated mobile robot which has
its own embedded perceptive and control aspects. The first mobile robot with the
same sophistication has been developed in France at LAAS (Laboratoire d’Analyse
et d’Architecture des Systèmes) in 1977. This robot is called Hilare.

• 1987: University Bundeswehr Munich (UniBwM) experimented with the first
driverless car, called VaMoRs (Versuchsfahrzeug für autonome Mobilität und
Rechnersehen, cf. Figure I.2(c)) in motorway without traffic (velocity of ± 60km/h).
VaMoRs with many special features, has served as test platform of UniBw Mu-
nich from 1985 to 2004 with three generations of vision systems and has demon-
strated many, firsts’ in the field of road vehicles capable of visual perception. This
autonomous navigation was done using notably vision and probabilistic methods.
Autonomous mobile robotics reach a milestone and automotive industries increase
their interest for this new applications.
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CHAPTER I. GLOBAL CONCEPTS/CHALLENGES RELATED TO THE CONTROL OF INTELLIGENT MOBILE ROBOTS

(a) 1949 -
Turtle-like robot
of W. Grey
Walter

(b) 1967 -
Shakey mobile
robot

(c) 1987 - VaMoRs Autonomous Van

Figure I.2: UGV’s short historic aspect.

Short overview of interesting former/current projects Without being exhaustive to
cite the multitude of projects raised since the 80’s around UGVs, it is important to notice
that several relevant projects from Europe and the USA have been developed around
driverless cars. Among the most important, which had a great impact on the scientific
community as well as industries/companies, let us cite: from 1987 to 1995, the Eureka
PROMETHEUS project (PROgraMme for a European Traffic of Highest Efficiency and
Unprecedented Safety) [Williams, 1988] [EUREKA, 1995] which was a very large R&D
project for driverless cars and involved numerous universities and car manufacturers. In
2004 the first DARPA (Defense Advanced Research Projects Agency) Grand Challenge
was launched: organized with no traffic, dirt roads, driven by a predefined route and with
obstacles known in advance [DARPA, 2015]; 3 years after (in 2007) the Urban Grand
Challenge race [Thrun et al., 2007] [Buehler et al., 2009] had great success. The race in-
volved a 96 km urban area. Rules included obeying all traffic regulations while negotiating
with other traffic and obstacles and merging into traffic. The important rate of success of
this challenge opens a large spectrum to define the actual possibilities of the driverless
car for mid- and long-term prospects.

In recent years, the development of a fully autonomous vehicle in the transportation field
has received even more attention from different countries [Burns, 2013]. One of the most
important events which has drawn a lot of public attention with full autonomy is in 2010,
the Google driverless car [Thrun, 2011] (cf. Figure I.3(a)) or in 2013 the BRAiVE1 car from
Parma University (Italy). These two vehicles permit fully autonomous driving in different
contexts (rural / free-way / urban).

Several other interesting projects involve a fleet of vehicles in order for instance: to re-
duce energy consumption while enhancing the fleet aerodynamics (such as cyclists)
and the possibility to avoid much accelerating and braking (since all of the fleet have the
same speed); this cooperative and automated driving system may also provide promising
solutions to traffic congestion (reduce/condensate the occupancy space) or safety issues
[GCDC, 2016]. Among these interesting projects let us cite: SARTRE2 project (cf. Figure
I.3(b)) which involved seven European partners and was finalized in 2012; in 2016 we will
see the second edition of Grand Cooperative Driving Challenge (GCDC [GCDC, 2016],

1http://www.braive.vislab.it/, consulted January 2015.
2SARTRE (SAfe Road TRains for the Environment) http://www.sartre-project.eu/, consulted January

2015.
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I.1. AUTONOMOUS/INTELLIGENT MOBILE ROBOTS

(a) Googler Car (b) SARTRE project

(c) GCDC project (d) VIPALABr vehicles

Figure I.3: Different autonomous UGVs projects in several environments.

cf. Figure I.3(c)). The first GCDC was held in May 2011 in Helmond, the Netherlands.
The GCDC 2011 was mainly focused on the ability to perform longitudinal control of the
vehicles (platooning). In the 2016 edition, in addition to lateral control (steering), coopera-
tive driving will be the main focus. Challenges awaiting the participants include the ability
to merge platoons and to join a busy road on a T intersection without driver intervention.
Nowadays several important automotive manufacturers like Mercedes, GM, Ford, Daim-
ler, Audi, BMW or Nissan,3 etc. announce to sell a driverless car at the mid-term horizon
(less than 10 years), but before that, important challenges must be resolved (cf. section
I.2).

It is important to notice that the driverless car is not only synonym of a car as we com-
monly know but with the automation of its displacement functions. In fact, in parallel with
the developments of this area by automotive industries and certain laboratories, another
generation of UGVs like VIPALAB (cf. Figure I.3(d)) aims also to autonomously transport
passengers but in a more restricted area like midtown or inside big companies, amuse-
ment parks, airports, etc. which need autonomous shuttles between their different area.
This specific autonomous navigation function is among the most important applications
started at Institut Pascal since 2000. Although if the environment of navigation is gen-
erally delimited and the dynamic of UGV evolution is not the same as for the Google
car for instance, nevertheless an important part of the autonomous navigation issues
are shared. Indeed, this kind of UGV must, like the Google car, navigate autonomously
while taking into account the different events (e.g., traffic light, obstructing objects, etc.).
Further, a lot of work has been done using these UGVs for autonomous navigation in

3“The realization of the Autonomous Drive system is one of our greatest goals, because Zero Fatalities
stands alongside Zero Emissions as major objective of Nissan’s R&D,” says Mitsuuhiko Yamasahita (VP R&D
NISSAN).
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formation with different shapes (platooning among them), as is the case of the SafePla-
toon4 project where the targeted applications are linked to urban, military and agriculture
environments. VIPALAB vehicles constitute one of our privileged platforms to experiment
with our developments (cf. chapter V and chapter VI).

I.2/ OVERVIEW OF THE CHALLENGES RELATED TO FULLY AU-
TONOMOUS NAVIGATION

The objective of autonomous vehicles is to improve the quality of life, with
pollution reduction (greenhouse gas) and accident prevention [Litman, 2013]
[Fagnant and Kockelman, 2015] [Vine et al., 2015] (for instance, 93% of road traffic
accidents are caused by human error [Yeomans, 2010]). Furthermore, knowing the
vision of futuristic smart cities with, for instance, shared green and autonomous cars
(on-demand offers5) in midtown (to reduce among other traffic congestion), the area of
automotive is currently in full mutation and interests therefore industrialists as well as
scientists.

For a formal definition of cars autonomy, reference [SAE, 2015] gives an interesting clas-
sification using 6 levels. Figure I.4 shows the 6 defined levels, from the lowest (level 0
“No Automation”) to the highest (level 5 “Full Automation” door-to-door feature). The work
developed in this manuscript targets levels 4 and 5.

To obtain a fully autonomous mobile robot it is important to master 3 complemen-
tary phases: the perception/localization, the decision and the action. The per-
ception/localization phase [Royer et al., 2007] must built an even simpler model of
the robot’s environment and must permit either local or global robot localization ac-
cording, for instance, to local obstacles or global environment; the decision uses
this model/localization to generate the appropriate set-points to achieve the as-
signed task and finally the action turns these set-points into corresponding com-

4http://web.utbm.fr/safeplatoon/, consulted January 2015.
5It is to be noted that individual cars are used not much more than 5% of their lifetime.
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14



I.2. OVERVIEW OF THE CHALLENGES RELATED TO FULLY AUTONOMOUS NAVIGATION

Figure I.5: Different communications features to enhance a car’s autonomy/safety. Vehic-
ular Ad-hoc NETworks (VANET): Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I),
Infrastructure-to-Infrastructure (I2I) and Pedestrian-to-Infrastructure (P2I) [VANET, 2015]
[Papadimitratos et al., 2008] [Toutouh et al., 2012].

mands (using appropriate control laws) for the robot’s actuators [Adouane, 2005].
Our works focus on the decision and action phases.

In order to enhance the vehicle’s autonomy, the communication aspect (cf. Figure I.5)
must also be mastered and secured between the UGVs and their environments (cf. Fig-
ure I.5, e.g., traffic light, pedestrian, intersection, etc.). In fact, exchange of information
enables cooperation between UGVs, and between UGVs and roadside systems (the in-
frastructure). Through access to, for example, early warnings on upcoming traffic situa-
tions like incidents and hazards, a more efficient and safe traffic flow can be achieved.

Besides, once all the technical/scientific aspects related to the driverless car are resolved
(which is in a good way), it is important also to have appropriate legislation for this kind
of system6 [Gasser et al., 2013] [NHTSA, 2013]. In fact, it is important to define clearly
the responsibilities in the case of any accident (e.g., the fault could be attributed to the
automotive manufacturer, the person inside the vehicle, the engineer, etc.). Different
obstacles were already overcome in a few states in the USA (such as: Nevada, Florida or
California) to allow, for instance, to the Google driverless car the testing of autonomous
functionalities on public roads [GoogleCar, 2015]. Therefore, without clear legislation for
driverless cars, these systems cannot be widely generalized for our everyday life.

Nowadays, several interesting autonomous systems have been already deployed in dif-
ferent areas, for instance: in a warehouse as for KIVAr7 system which is used notably
by Amazonr warehouses to fulfill customer’s orders in minimum time (cf. Figure I.6(a)),
in a port as proposed by TEREXr8 company (cf. Figure I.6(b)) or airport shuttles as the
one operational in London’s Heathrow Airport (cf. Figure I.6(c)).9 Nevertheless, all these
applications are performed in closed and mastered environments, in the sense that all the
entities supposed inside this environment are known and their movements predicable. It

6“The car to which we are accustomed and the way in which it is used are going to change radically
and quickly,” says William Clay Ford (the executive chair of the Ford Motor Company, founded by his great-
grandfather, Henry Ford). He believes “the automatic car of the future will come sooner than we think. The
main obstacle to its entry into service is the lack of a definitive legal framework. Laws need to be sufficiently
robust to be enforceable in all jurisdictions around the world. Addressing this vital issue would pave the way
for new players and stimulate the creativity of existing manufacturers.”

7http://www.kivasystems.com, consulted January 2015.
8http://www.terex.com/port-solutions/en/products/automated-guided-vehicles, consulted January 2015.
9http://www.ultraglobalprt.com, consulted January 2015.
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(a) KIVAr system (b) Autonomous UGV
depolyed by TEREXr

company in ports

(c) Autonomous shut-
tles (from Ultra Global
PRT) in Heathrow air-
port, United Kingdom

Figure I.6: Different actual deployed UGVs in closed environments.

is not at all the case in open10 and highly cluttered environments as targeted by driverless
cars with autonomous navigation function able to cope with any traffic conditions in rural,
motorway and urban environments.

Since laboratories and innovative companies (like Google) propose a driverless car from
scratch, the automotive manufacturers proceed with incremental (but with very reliable)
developments using ADAS (Advanced Driver Assistance Systems). Several sophisticated
ADAS have already entered the market, such as Automatic Parking, Adaptive Cruise
Control, Lane Keeping Assistance or Collision avoidance system [ADAS, 2015]. This
incremental (or bottom-up approach) is close in certain manner to what we claim in this
manuscript though the use of multi-controller architectures (cf. section I.4).

The road which leads to fully autonomous vehicles is still long and a lot of work remains
to be done in the 3 phases cited above (perception-localization/decision/action) and on
other different aspects (e.g., hybrid electric vehicles, battery and powertrain technology,
etc.). Among the main challenging issues, and without exhaustivity (knowing the very
important activity around these important topics), let us cite nevertheless some of them
[Eskandarian, 2012] [Burns, 2013]:

1. In general (common for all the 3 phases):

• Diagnostic analysis of the system to detect incoherence/risk in the perceptive
or decision process as well as for the action.

• Develop driver acceptance: using HMI (Human-Machine Interface) based for
instance on Augmented Reality to trust the system.

• Redundancy in terms of hardware and software (perception / localization / ac-
tuation) to reach a reliability of 10−9 (as much than for aeronautic systems).

• Master the costs, maintaining a relative low cost of the obtained systems.

• Increase the reliability and the security of communication exchanges, manage-
ment/analysis of Big Data.

10The environment is not mastered in terms of the type of objects/persons which could be inside, or in
terms of its sate conditions (like climatic one: winter, wind, fog, etc.).
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• Enhance the modeling of: the driver (which could be inside other non-
autonomous vehicles), the environment.

• Develop more cooperative aspects (between vehicles themselves, between
the vehicles and their infrastructures, or between the vehicle and the driver).

2. In term of perception / localization:

• Enhance the sensors technologies (e.g., GPS, Camera, Laser, Radar, etc.) to
better master the variability of car’s environments (urban or rural, illumination
of the scene, the rain, etc.).

• Enhance the techniques of data fusion (sensors / map) to increase percep-
tive/localization accuracy and reliability.

• Enhance the SLAM (Simultaneous Localization And Mapping) techniques.

• Enhance the characterization/interpretation of the environment/scene (obsta-
cles, pedestrian, other vehicles, etc.).

• Enhance the modeling/characterization of the uncertainty.

• Prediction of the trajectories of other mobiles/objects in the environment, oc-
cultations management, etc.

3. In term of control (decision and action):

• Develop more flexible and reliable strategies for autonomous navigation, which
must deal with any new environment / situation. For instance, the Google car
should know its exact environment (using an accurate map), and make at least
3 recognition of the area (using notably very dense sensor information) in order
to permit a fully autonomous navigation.

• Enhance the developed control architectures which must deal with predictable
as well as non-predictable events, while mixing planning/re-planning and reac-
tive behavior (cf. section I.3.2).

• Develop appropriate control laws to minimize vehicle energy consumption.

• Enhance the modeling and the applied control laws / strategies to deal better
with the uncertainty and the vehicle dynamic; the objective is to lead among
others to safer and more comfortable vehicles behaviors, etc.

The different works developed in this manuscript deal mainly with the control aspects.

I.3/ MAIN BACKGROUNDS AND PARADIGMS

This part of the chapter aims to emphasize the main concepts/paradigms/motivations/
definitions used throughout the rest of the manuscript. The objective is to introduce and
clarify them in order to simplify the different explanations and developments given in the
coming chapters.
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CHAPTER I. GLOBAL CONCEPTS/CHALLENGES RELATED TO THE CONTROL OF INTELLIGENT MOBILE ROBOTS

I.3.1/ FLEXIBILITY/STABILITY/RELIABILITY DEFINITIONS

Since we will use the terms Flexibility/Stability/Reliability to characterize the different pro-
posals, let us give a short definition of what we mean by these words in the context of
mobile robotics tasks:

• Flexibility: The ability of the autonomous robot to achieve the assigned task in
several manners. The robot can, for instance, choose another path to reach its
assigned final position.

• Stability: Used specifically to characterize the robot’s control according to the Lya-
punov definition (cf. Annex B, page 177). It is considered that if the robot’s set-
points are well defined (for instance, to achieve a sub-task such as obstacle avoid-
ance) and that the control is proved stable, this means then that the sub-task will be
achieved in a stable way.

• Reliability: The ability of the autonomous robot to achieve the assigned task even
in the presence of different unmastered conditions such as the perception uncer-
tainties or the task state conditions, etc.

I.3.2/ REACTIVE versus COGNITIVE CONTROL ARCHITECTURES

Reactive and cognitive control architectures for the navigation of mobile robots are no-
tions which are highly used in the literature [Brooks, 1986] [Arkin, 1998] [Albus, 1991]
[Adouane, 2005] [Eskandarian, 2012]. The widely used definition of reactive architecture
corresponds to using only current sensor values (or values of a short time horizon) to
decide the action to be achieved by the robot. This principle is well-known in the litera-
ture as stimuli-response robot behavior. To exhibit this principle, Braitenberg’s machine
(cf. Figure I.7(a)) [Braitenberg, 1984] is a very significant example to show a purely re-
active machine. A direct link exists between the sensor information and the actions of
the robot’s actuators. Figure I.7(b) shows the links between the stimuli coming from the
sensors and the actions of right and left wheels. In the case where for instance the left
sensor receives more light than the right wheel will have a higher speed. This finally leads
to the fact that the robot moves toward the light source (i.e., to the left in this example).
Conversely, cognitive architectures, use much more data on the robot’s environment and
on its internal state to define the robot’s actions.

Figure I.8 gives a summary of these two control concepts [Arbib, 1981] [Arkin, 1998]
[Adouane, 2005, Chapter 2]. According to the definitions given above and Figure I.8,
it is clear that the effective boundary between these two concepts (reactive and cognitive)

(a)
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Behavior 
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Figure I.7: Braitenberg machine.
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Figure I.8: Reactive vs. Cognitive control [Arkin, 1998].

is not as clear as what is supposed. The question is therefore, “What is the limit so that
an architecture could be characterized as reactive or cognitive?”

We will not try to answer this quasi philosophical question, nevertheless, we will define
in the following what we qualify as reactive control and what is considered more cogni-
tive. Reactive control, as used in this manuscript, does not necessarily mean to strip
completely the robot from any sophisticated perception or decision process. In fact, if it is
possible to obtain online and reliable environment information and to react online to it, it
would be obviously a pity not to use them. The main difference in what we call cognitive
control is the fact to not use a complete environment knowledge to establish the robot’s
actions. Reactive control corresponds thus to reacting in real time to local environment
knowledge without using any sophisticated task planning taking into account the overall
environment knowledge. In addition, contrary to certain received ideas, the proposed re-
active control architectures will be used while ensuring the stability and the reliability to
achieve the assigned task (this aspect is particularly important to the targeted tasks such
as transportation of persons). The limitation of the used reactive control is only related
to the demonstration of the global optimality of the applied control/strategy to perform the
overall assigned task. In fact, since the robot’s actions are guided only by local percep-
tions, the global efficiency cannot be demonstrated in advance. Further, if the robot uses
all the necessary environment knowledge to achieve its mission, the control is qualified
as cognitive and it would be possible to prove the optimality of the taken decision/action.

The combination of reactive and cognitive approaches is an important functionality
for an autonomous robot, to react for instance very quickly to unpredictable events
(reactive mode) and to ensure the overall optimality of the task when the environ-
ment is better mastered (cognitive mode). Thus each mode can benefit from the
other according to the navigation context. However, this HybridRC (Reactive/Cognitive)
approach, raises the problem of knowing when it is better that the reactive func-
tionality takes control and when it is better that the cognitive one take control.
Chapter IV will present a HybridRC control architecture.

I.3.3/ CENTRALIZED versus DECENTRALIZED CONTROL ARCHITECTURES FOR
COOPERATIVE ROBOTICS

Chapter VI will focus on the control of Multi-Robot Systems (MRS). The domain of co-
operative robotics is an active research field and is currently linked to many key areas of
application. The scientific issues associated with MRS concern formation analysis and
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control, cooperative perception, multi-robot localization, multi-robot task coordination, ar-
chitectures for cooperation, and communication [Cao et al., 1997]. The coordination of a
group of robots in a dynamic environment constitutes one of the fundamental problems
(cf. chapter VI, page 129).

One of the key issues to fix before the development of MRS control architecture,
corresponds to the possibility to centralize the control or to decentralize (distribute)
it on the robotics entities [Cao et al., 1997] [Ota, 2006]. An architecture is called
centralized, when a part or all of the sensory and/or decisional loops of each
robotic entity is delocalized w.r.t. its physical structure, and managed by a cen-
tral unit, called supervisor [Jones and Snyder, 2001], or central planner [Noreils, 1993]
[Causse and Pampagnin, 1995]. A centralized architecture is usually a synonym of Top-
Down approach and can be imaged by a conductor (the supervisor) that directs his
musicians (mobile robots). These architectures imply a global knowledge of each el-
ement of the system and they require high computational power, massive information
flow and they are generally not robust (due notably to the dependence on a single con-
troller/supervisor). In contrast, in a decentralized (distributed) control approach, each
element of the system has its own perceptions / decisional process. This kind of control
implies a reduced number of communicated signals and data knowledge. In fact, each
robotic entity does not need to have the overall environment knowledge before acting
on its environment. Decentralized control, if well mastered, is then more flexible to deal
with MRS having a large number of entities and is generally a synonym of Bottom-Up
approach [Adouane, 2005, chapter 2].

The possibility also exists to centralize only a part of the control and let the other part be
decentralized (hybrid (centralized/decentralized) control) [Fukuda et al., 2000]. The cen-
tralized control is applied to determine the general strategies and tasks to be performed
by the MRS, and the decentralized part takes over for the navigation and local actions. It
is important also to link the notion of a centralized/decentralized control architecture and
cognitive/reactive architecture where a reactive robot reacts generally to its local percep-
tions. This observation permits us to say that if reactive robots evolve in MRS, they will
be mainly controlled in a decentralized manner.

In our developed control architectures related to MRS (cf. chapter VI), decentraliza- tion
of the control is always favored, but in certain situations where the environment (or the
task) permits it, global information on the system could be used to enhance the MRS
control.

I.3.4/ BOUNDARY LIMIT BETWEEN PLANNING AND CONTROL

To perform any elementary robot’s behavior (obstacle avoidance or target reaching, for
instance), the robot has to follow, generally, these two steps:

1. Define appropriate set-points (e.g., according to planned path for instance) which
takes into account: the current robot’s and environment’s state, and also the sub-
task to achieve. These set-points could be obtained for instantaneous, short- or
long-term robot evolution. Indeed, for different situations, the robot has for instance
to re-plane its trajectory or to define another target to reach (cf. section II.4, page
39).

2. Once the set-points are obtained, an appropriate control law must be used to attain
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the assigned set-points.

Both of these steps are important to achieve safely and in a reliable way the assigned
robot’s task. For the first step (set-points planning), a part of literature does not take into
account the robot physical constraints (such as its non-holonomy or its maximal velocity)
or the uncertainty related to the perceptive or to the modeling aspects (robot / environ-
ment, etc.). Artificial Potential Field (APF) [Khatib, 1986], Voronoï diagrams and Visibility
graphs [Latombe, 1991], Navigation Functions [Rimon and Daniel.Koditschek, 1992] or
planning-based Grid checking and trajectory generation [Pivtoraiko and Kelly, 2009] are
among these road-map-based methods. Even if all these methods are very interesting,
they may not be reliable for the robot, since it could not always follows the assigned
original planning.

The other part of literature considers that to obtain accurate, flexible and reliable robot
control, it is essential to take into account the physical constraints and the model uncer-
tainties from the beginning [Choset et al., 2005] [Kuwata et al., 2008]. The rate of suc-
cess to control effective robots is obviously more important when using this latter ap-
proach. Nevertheless, it increases considerably the complexity to obtain the set-points
and is highly time-consuming.

In this manuscript, to preform reliable navigation (for mono as well as for multi-robot
systems), the actions on the set-points as well as on the control laws will be done and
motivated in all the following chapters. It is aimed therefore in the presented works to
really separate between what is sent to the controllers as set-points and the effective
robot evolution (which depends on, among other things, the robot model and constraints,
the environment conditions, etc.).

I.4/ FROM BEHAVIORAL TO MULTI-CONTROLLER ARCHITECTURES

This section will start by giving the genesis of using multi-controller architectures and the
most important features to master before creating an actual reliable and efficient tool to
control autonomous mobile robots (cf. subsection I.4.2).

There exist in animals innate behaviors which could be qualified as atomic (or elemen-
tary) in the sense that they are not reducible to simpler behaviors (directly observable).
In general, all animals’ motor actions (coordination of a set of muscle activities) are in-
cluded in this category. These behaviors are the building blocks with which the behavior
of a higher level can be built and described [Arbib, 1981] [Anderson and Donath, 1990].
Further, autonomous mobile robots can have to perform several tasks (cf. section II.1),
for instance going to a specific target (location) in the environment while avoiding obsta-
cles and in certain cases while maintaining a formation (as targeted notably in our works
(cf. chapter VI)) and so on. In addition, these sub-tasks must also be achieved generally
while guaranteeing multi-objective criteria to obtain for instance reliable and smooth robot
navigation. All these sub-tasks and several criteria increase considerably the complexity
to attain efficient autonomous robot navigation.

To address this complexity (in terms of task definition and multi-objective criteria), the
control architectures can be elaborated in a modular and bottom-up way as introduced
in [Brooks, 1986] and so-called behavioral architectures [Arkin, 1998]. Behavioral con-
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trol architectures11 are based on the concept that a robot can achieve a global com-
plex task while using only the coordination of several elementary behaviors [Arbib, 1981]
[Brooks, 1986] [Anderson and Donath, 1990]. To tackle this complexity, behavioral control
architecture decomposes the global control into a set of elementary behaviors/controllers
(e.g., attraction to a target, obstacle avoidance, trajectory following, etc.) to better master
the overall robot behavior. Indeed, each behavior can be tested either individually or col-
lectively with other behaviors. The goal is to verify the reliability and the efficiency of the
corresponding behavior to achieve a determined sub-task.

Nevertheless, several challenges remain to be addressed before obtaining an effective
and reliable multi-controller12 architecture. Among the main objectives of our works is to
lead to stable and reliable multi-controller architectures while maintaining a high level of
flexibility, necessary to tend toward fully autonomous vehicles (cf. section I.2).

The goal of any control architecture is to reach and/or maintain desired system states
(configurations). In the framework of multi-controller architectures, this takes place
through simultaneous control of several levels of action and decision (cf. Figure I.9).
They could be summarized as follows:

• Level 1 corresponds to all intervening elements for the management and hardware
execution of the control set-points sent to the robot’s wheels, and it deals therefore
with the robot’s actuators, inertia, or in general with its actual dynamics. This level
is responsible to ensure that the control commands (frequency, values, etc.) are
compatible with the robot’s physics/dynamics.

• Level 2 covers the inner workings of each elementary controller (sub-task), and
corresponds to the used methodology to create a correaltion between the robot’s
perception and what it must follow as set-points to achieve the sub-task. Levels 1
and 2 are therefore closely linked in the sense that to have a reliable controller, it is
important to well define appropriate set-points as well as control laws (cf. subsection
I.3.4).

• Level 3 corresponds to how to coordinate the activation/action of the multitude of
controllers embedded in the same multi-controller architecture (cf. subsection I.4.1).

• Level 4 corresponds to the process of coordination between a set of controllers’
aggregates, each aggregate permitting the achievement of a complex task. This
level corresponds more to the framework of artificial life where a creature (the robot)
must live (perform autonomously several complex tasks) and interact in a complex
environment.

To obtain fully autonomous vehicles, the 4 levels (given above) should be mastered.
Levels 1 to 3 will be largely addressed in the following chapters. The next subsection will
detail the different existing techniques for the coordination of controllers (Level 3).

11Which are obtained by the aggregation of several elementary behaviors cohabiting in the same structure.
The author in [Arkin, 1998] claims that “Behavior-based roboticists argue that there is much that can be
gained for robotics through the study of neurosciences, psychology, and ethology.”

12The term multi-controller will replace in what follows, the term behavioral because it has been wildly
investigated in our works the use of automatic control theory to confirm among others the reliability of each
controller as well as the overall multi-controller architecture (cf. subsection I.4.2).
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Figure I.9: Different levels of decision/action in multi-controller architectures.

I.4.1/ MULTI-CONTROLLER COORDINATION

The development, the mastery, and the working coherence of a multi-controller architec-
ture pass inevitably by the mastering of the flux of commands generated by the multitude
of behaviors/controllers cohabiting in the same control structure. In other words, it is nec-
essary to determine among the set of the generated commands by the elementary be-
haviors at every sample time, those which are going to contribute effectively to the future
actions of the robot. The existing interactions between controllers must be by consequent
completely mastered. Indeed, it is the mastery of behavior relations that will allow us to
get more and more complex behaviors (via the addition of new controllers) without losing
the flexibility, the robustness and the predictability of the proposed control architectures.
The architectures proposed for instance in [Maes, 1991] or in [Parker, 1998], give an out-
line of some mechanisms of behavior coordination which can cause some cyclic, blocking
and even unpredictable robot situations. This is essentially due to the non-mastery of the
existing interactions between the elementary behaviors.

In multi-controller architectures as investigated in this manuscript, two major principles of
controller/behavior coordination exist: action selection and fusion of actions, which lead,
respectively, to competitive or cooperative control architectures. Figure I.10 shows a tree
representing the different mechanisms of coordination.

In competitive architectures (action selection), the set-points sent to the robot’s actuators
at each sample time are given by a unique controller which is selected among a set of
possible controllers. The principle of competition can be defined by a set of fixed pri-
orities like in the subsumption architecture [Brooks, 1986] where a hierarchy is defined
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Figure I.10: Tree of the different mechanisms of coordination between behav-
iors/controllers.

among the controllers. The resulting actuators commands are given by the active con-
troller with the highest level of priority. The action selection can also be dynamic without
any hierarchy between behaviors [Maes, 1989] [Mataric et al., 1995]. All the controllers
can mutually activate or inhibit each other. At each sample time, the selected controller is
the one with the highest level of activation. This level of activation is generally computed
according to a linear combination of a number of internal and external stimuli. Among the
different competitive architectures, let us cite [Maes, 1989] [Mataric et al., 1995] with the
Dynamical Action selection architecture, or [Drogoul, 1993] with the EthoModeling Frame-
work (EMF) which is inspired from the working mechanism of social insects in order to
build reactive agents. Parker in [Parker, 1999] proposes the ALLIANCE architecture with
an adaptive action selection mechanism to achieve cooperative missions with a team of
mobile robots. The robots select an appropriate action based on the requirements of the
mission, the activities of other robots, the current environmental conditions and finally on
their own internal states.

In cooperative architectures (fusion of actions), the set-points sent to the robot’s actu-
ators are the result of a compromise or a fusion between controls generated by sev-
eral active behaviors. These mechanisms include fuzzy control [Saffiotti et al., 1993]
[Arrúe et al., 1997] [Wang and Liua, 2008] via the process of defuzzification, or the multi-
objective techniques to merge the controls [Pirjanian, 2000]. Among these cooperative ar-
chitectures, the schema-based principle [Arkin, 1989b] is among the ones which have an
important impact in the scientific community. This architecture uses in general the same
potential field technique [Khatib, 1986], [Arkin, 1998] for the computation of the response
of each elementary controller and also to encode the robot’s behavioral response. There
exist also in literature several other proposed mechanisms of coordination like those
used in [Connell, 1990], [Mataric, 1992], [Ferrell, 1995], [Sigaud and Gérard, 2000],
[Simonin, 2001], [Adouane and Le Fort-Piat, 2004], [Dafflon et al., 2015], etc.

Although the fusions of actions process gives a very interesting robot behaviors, the sta-
bility of the overall control architecture is generally very hard or impossible to demonstrate.
At the contrary, overall stability of control architectures based on the action selection pro-
cess are usually much easier to demonstrate even when a switch between the controllers
occurs [Adouane, 2009a] [Benzerrouk et al., 2009] (cf. chapter III).

I.4.2/ MULTI-CONTROLLER ARCHITECTURES (MAIN CHALLENGES)

As emphasized above, the main advantages of multi-controller architectures arise from
their Bottom-Up construction and flexibility to deal with several complex tasks. Neverthe-
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less the lack of possible analytic analysis (e.g., stability or robustness) of the obtained ar-
chitecture reduces drastically the possible use of this paradigm to perform tasks needing
a high level of reliability and safety. This is notably the case of autonomous transportation
or service robotics tasks (where close interaction between the robots and humans exists).

The challenging issue of this kind of architecture is therefore to have the possibility to
prove its reliability while introducing mathematical analysis for each developed controller,
as well as for the overall multi-controller architecture. The analysis of the overall architec-
ture means, among other things, to master the coordination (while avoiding at maximum
jerking in the control commands (smooth control)) of the multitude of controllers char-
acterizing such architecture. At this aim, it is considered in some studies to investigate
the potentialities of hybrid systems13 controllers [Zefran and Burdick, 1998] to provide a
formal framework to demonstrate the robustness and the stability of multi-controller ar-
chitectures [Adouane, 2009a] [Benzerrouk et al., 2009] (cf. chapter III). In their simplest
description, hybrid systems are dynamical systems modeled as a finite-state automaton.
These states correspond to a continuous dynamic evolution, and the transitions can be
enabled by particular conditions reached by the continuous part. This formalism thus
permits a rigorous automatic control analysis of the overall architecture [Branicky, 1998].

Thus, the main challenge inherent in multi-controller architectures is to demonstrate their
overall stability. In fact, it is not enough to demonstrate the stability of each elementary
controller to guarantee the overall stability of the multi-controller architecture, mainly if the
switches between controllers can occur arbitrarily [Branicky, 1993]. To highlight this, let us
present the example given in [Liberzon, 2003] where the switch between two systems 1
and 2 is considered. The global system state is x = (x1, x2) ∈ R2, the switch occurs thus in
the plan. Further, while supposing that the two elementary systems are stable, each sys-
tem applied separately leads then to an equilibrium state x as shown in Figures I.11(a)
and I.11(b). However, switching between the two systems does not necessarily lead
to stability. Figure I.11(c) shows that according to the different switching moments, the
overall systems could be unstable [Branicky, 1993]. Authors in [Johansson et al., 1999]
modeled a hybrid system using an automata approach, where each node corresponds to
a dedicated control law. The authors highlighted that hard switches between controllers
may lead to the Zeno phenomenon which exhibits an infinite number of discrete tran-
sitions in finite time. This phenomenon appears when the robot state is always in the
boundary-limit where the discrete event (activating the switch) becomes true. The author
in [Egerstedt, 2000] has resolved this problem while adding another node (control law) in
the automaton.

To summarize, before taking full advantage of the potentialities of multi-controller archi-
tectures, some challenging issues should be addressed:

• For elementary controllers, they must be stable and reliable for different environ-
ment contexts (e.g., cluttered or not, dynamic or not, etc.).

• For the coordination mechanism between controllers:

– Master the coordination between controllers’ actions (hard switch or merging)
in order to achieve safely and efficiently the assigned task,

– Avoid jerking/discontinuities in term of the robot’s control. The objective is to
obtain stable and smooth switching between controllers.

13Which allows controlling continuous systems in the presence of discrete events.
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Figure I.11: Hybrid system commutations which can lead to an unstable overall system.

To respond to the items given above, several ideas have been developed in this
manuscript consisting summarily of:

• Use intensively automatic control specifications/characteristics to prove the features
of the proposed elementary controllers (e.g., obstacle avoidance, target reach-
ing/tracking, etc.).

• Use hybrid systems theory as a formal framework for controller design and coordi-
nation (cf. chapter III).

I.5/ NAVIGATION BASED ON TRAJECTORY OR TARGET SET-POINTS

Different strategies of autonomous navigation have been proposed in the literature
[Lee and Litkouhi, 2012] [Gu and Dolan, 2012]. The most popular approaches are based
on following a pre-defined reference trajectory (time-parametrized) [Bonfè et al., 2012]
[Kanayama et al., 1990]. These methods link the robot control to this reference trajec-
tory which could be defined by a combination of path planning and trajectory generation
techniques [LaValle, 2006].

Typically to obtain the reference path to be followed by the robot, arc-lines, B-
splines or polynomial equations are used over points [Connors and Elkaim, 2007]
[Horst and Barbera, 2006] [Lee and Litkouhi, 2012]. In [Gu and Dolan, 2012] a feasible
path is obtained using a polynomial curvature spiral. In [Bonfè et al., 2012], the trajectory
generation method provides a smooth path considering the kinodynamic constraints of
the vehicle. In [Labakhua et al., 2008], trajectories are built using user-assigned points
and interpolation functions such as cubic splines, trigonometric splines and clothoids.
Moreover, velocity profiles along the trajectory are specified to improve the passengers’
comfort which is related to the vehicle’s acceleration. Nevertheless, trajectory generation
presents some drawbacks, such as the necessity of a specific planning method, the proof
of guarantee of continuity between different segments of the trajectory or the complexity
for replanning (mainly in dynamic and uncertain environments).

Furthermore, since almost all of the navigation strategies are based on path follow-
ing or trajectory tracking [Laumond, 2001], most of the control laws proposed in the
literature deal with these set-points. Hence, several dedicated control methods have
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been proposed in the literature [Blazic, 2012] [Fang et al., 2005] [Goerzen et al., 2010]
and [Pesterev, 2012]. In [Kanayama et al., 1990] [Blazic, 2012] and [Vilca et al., 2013a],
nonlinear control laws for trajectory tracking are synthesized for a unicycle robot using
Lyapunov stability analysis. A trajectory tracking control for a farm vehicle, incorpo-
rating sliding in the kinematic model, is proposed in [Fang et al., 2005]. For the path-
following problem, a control law for a tricycle robot is proposed in [Pesterev, 2012] and
[Samson, 1995]. They are based on feedback linearization and chained form represen-
tation [Laumond, 2001]. The path-following controller allows making the lateral and lon-
gitudinal control of the vehicle independent along the reference trajectory. Further, the
path-following controller allows smoother convergence to the desired path than the tra-
jectory tracking controller [Siciliano and Khatib, 2008]. The trajectory tracking controller
allows tracking the trajectory with a desired velocity profile, while the path-following con-
troller acts only on the orientation to drive it along the path. Both, the path-following
and trajectory tracking controllers require the pose of the closest point to the trajectory
(w.r.t. robot configuration) and/or the value of curvature at this point, at each sample time
[Laumond, 2001] [Blazic, 2012]. Although there exist a multitude of techniques to com-
pute these parameters, they can add an error in certain situations thereby influencing
negatively the mobile robot control [Siciliano and Khatib, 2008] [Fang et al., 2005].

Besides, contrary to following or tracking a trajectory to lead the robot toward its objec-
tive, few works in the literature propose to use only specific waypoints in the environment
to lead the robot toward its final objective. In [Aicardi et al., 1995], the authors propose
a navigation via assigned static points for a unicycle robot. Nevertheless, the definition
of the mission is less accurate because this strategy does not consider the kinematic
constraints of the robot (maximum velocity and steering), the orientation error and the
velocity profile of the robot when it reaches the assigned point. Harmonic Potential Field
(HPF) is used in [Masoud, 2012] to guide a UAV to a global waypoint with a position
and a direction of arrival. The author proposes a virtual velocity field which allows us to
consider the UAV physical model. Each vector component of the field is treated as an
intermediate waypoint with which the robot must comply in order to reach the global way-
point. Nonetheless, HPF requires a complex mathematical modeling for different shapes
or dimensions of the obstacles.

In general, it will be shown all along the manuscript the different motivations related to
the use of only targets reaching/tracking behavior to perform several robot sub-tasks
(cf. section II.4, page 39). For instance, chapter V will highlight the fact that only a few
waypoints (static or dynamic), appropriately positioned in the environment, are sufficient
to guarantee safe vehicle navigation. The main advantage to proceed like this is
to enhance the flexibility of the robot’s movements, since it is allowed to have more
maneuvers between waypoints. Chapter VI will show also the different advantages of
using targets reaching/tracking controller to define/perform the navigation in formation of
a group of robots.

I.6/ CONCLUSION

This chapter introduced briefly the domain of autonomous mobile robotics while
focusing on ground robots with its main achievements/developments/levels of au-
tonomy and challenges. It permitted us also to emphasize/clarify the main back-
grounds/paradigms/motivations and definitions useful for the rest of the manuscript.
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The notions of flexibility, stability and reliability have been defined in the context of the
developed control architectures. In term of robotics paradigms, the concept of reactive
control architecture was clarified. In fact, the main difference with cognitive/deliberative
control is the use or not of complete environment knowledge to establish the robot’s
actions. Reactive control corresponds thus to real-time response to local environment
knowledge without using any sophisticated task planning (taking into account the overall
environment knowledge). In addition, contrary to certain received wisdom, the proposed
reactive control architectures will be used while ensuring stability and reliability to achieve
the assigned task (this aspect is particularly important according to our privileged targeted
tasks such as transportation of persons). In addition, we also defined/motivated the
challenging aspects related to decentralized approaches (w.r.t. centralized ones) for
the control of multi-robot systems; boundary limits between planning and control; and
as far as possible to use a navigation based on target set-points instead of trajectory
following/tracking. We also emphasized the genesis and the potentialities of multi-
controller architectures and their main issues to resolve in order to become a very
efficient tool to control mobile robots.

It is to be noted that the term “robot,” used in the rest of the manuscript, will designate
mainly grounded mobile robots with wheels. The concepts (control architectures / strate-
gies of navigation) developed in this manuscript have as a main objective to be generic
enough to be used for different robot structures (unicycle, tricycle, etc.) and therefore the
term mobile robot or vehicle will be replaced (almost everywhere in the manuscript) as
above by the term robot (or mobile robot). The focus will be made in this manuscript on
the control of robots (mono or multi-robot entities) to perform autonomous navigation in
highly cluttered and dynamic environment (cf. section II.1, page 30). In the adopted
methodology, it is taken as principle that if the proposed control architecture can be re-
liable in that kind of complex and constrained environment, it could be obviously even
more reliable in less constrained ones.
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II
AUTONOMOUS NAVIGATION IN

CLUTTERED ENVIRONMENTS

Summary: This chapter introduces important elementary building blocks characterizing the
different multi-controller architectures developed throughout this manuscript. Among these
blocks let us cite: obstacle avoidance (based on Limit-Cycles) and target reaching/tracking
elementary controllers. Their set-point definitions and main features will be emphasized
showing their general use in several navigation tasks. Furthermore, a complete multi-
controller architecture, dedicated to reactive navigation in cluttered environments will be
presented. Some details about the perceptive aspects will also be discussed.
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CHAPTER II. AUTONOMOUS NAVIGATION IN CLUTTERED ENVIRONMENTS

II.1/ OVERALL NAVIGATION FRAMEWORK DEFINITION

Autonomous mobile robot navigation (cf. Figure II.1) is a complex problem of ma-
jor interest to the research and industrial communities (cf. section I.1, page 10).
Systems capable of performing efficient and robust autonomous navigation are un-
questionably useful in many robotic applications such as manufacturing technologies
[Sezen, 2011], urban transportation [Vilca et al., 2015a], assistance to disabled or el-
derly people [Martins et al., 2012] and surveillance [Stoeter et al., 2002]. Although much
progress has been made, some specific technologies have to be improved for widespread
use in actual environments (cf. section I.2, page 14). Further, to perform a fully au-
tonomous robot navigation, in addition to having accurate perception and localization
capacities [Thrun et al., 2005] [Choset et al., 2005] [Siegwart et al., 2011] (which are not
the focus of the manuscript), the robot must have the ability to be controlled online in
different kinds of environments (e.g., cluttered or not, dynamic or not, uncertain or not,
etc.) and to react safely to unpredictable events. Thus, the used control architecture
must permit us to answer this important question “How do we reach safely and efficiently
a predetermined location in an environment while taking into account available environ-
ment knowledge (the road limits for instance) and reacting online to unpredictable events
(e.g., other robots, obstacles, etc.)?”

Furthermore, it is not sufficient to guarantee only the reliability and the safety of
the navigation; the robot must also insure, in transportation applications for instance
[Fleury et al., 1993] [Vilca et al., 2013b], smooth navigation for the comfort of the pas-
sengers. In [Gulati, 2011], the author characterizes this smooth navigation while using
a cost function which reflects the trade-off between the travel time and the integral of
acceleration (which characterizes the jerking amount of angular and linear robot veloci-
ties). Fully autonomous navigation needs therefore to satisfy simultaneously a multitude
of criteria. For this aim it is important to have a reliable, safe and flexible control ar-
chitecture [Minguez et al., 2008]. Different navigation strategies (using dedicated control
architectures) have been proposed in the literature. They permit autonomous naviga-
tion even in dynamic and cluttered environments. This means that the obstacle avoid-
ance function is always an important primitive and is tightly inherent to the performed
autonomous navigation strategy. Therefore, special attention should be taken for its de-
velopment [Minguez et al., 2008] (cf. section II.2).

(a) (b)

Figure II.1: Autonomous navigation of (a) a group of mobile robots (Kheperar) and (b) an
electric vehicle (Cycabr) in an urban environment (Clermont-Ferrand, France). MobiVIP
project (Predit 3).
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Figure II.2: Robot’s pose and its perceptions for mainly reactive navigation.

Before giving more details about the different control architectures and their inherent ob-
stacle avoidance strategies let us describe in what follows the adopted overall navigation
framework, which has been chosen in order to be generic enough to depict a large num-
ber of autonomous navigation tasks. Autonomous robot navigation aims, in the proposed
generic framework, to lead the robot from its initial configuration, to a final configuration
(called Final Target), avoiding any obstacle (which could have different shapes, cf. Fig-
ure II.2) and in certain cases, the robot has to maintain a certain formation (distance /
orientation) with other navigating robots (chapter VI main focus is multi-robot navigation
in formation). The robot navigation could be done even with reactive control (while acting
online according to the robot’s local perception, or with cognitive control (while follow-
ing an already planned trajectory / waypoints set-points; cf. chapters IV and V for more
details about the proposed techniques). The desired robot movement needs to be safe
and smooth along all its displacement. One supposes in the setup that the robot and
the final target to reach are surrounded by circle shapes with a radius RR and RT respec-
tively (cf. Figure II.2). In addition, the robot’s maximum field of view is considered as
a circle centered on the robot with a radius R f v. This circle corresponds to the maxi-
mum distance where the robot can detect any other object (obstacles, other robots, etc.).
For obstacles/walls, it is supposed that they can be surrounded by appropriate ellipses
(cf. Figure II.2), given by equation II.1. The choice of an ellipse shape rather than a
circle, as used in several works (for instance in [Kim and Kim, 2003], [Jie et al., 2006] or
[Adouane, 2009b]), is to have one more generic and flexible means to surround and fit
accurately different obstacles shapes.

Among the examples of shapes which can be appropriately fitted with an ellipse and
less by a circle is a wall (or in general, any longitudinal or thin shapes). Figure II.3
shows this kind of configuration. In fact, if we would like to surround the wall given in
this figure by an appropriate circle, this one will have a large radius which induces more
robot path distance to avoid it safely [Kim and Kim, 2003] (cf. Figure II.3(a)). Figure
II.3(b) shows that the ellipse better fits the shape of this wall. This figure shows also
uncertain perceptions obtained by infrared sensors on one side of the wall (left side).
Several examples of robot navigation in cluttered environments will be shown notably
in sections II.5.5 and IV.4.4 (page 89). These simulations will highlight, among other
things, the validity and the relevance to surround different obstacles/walls/sidewalk/etc.
by appropriate ellipses shapes. An ellipse is defined in what follows by:
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Figure II.3: Different shapes to surround and to avoid safely obstacles; (a) and (b) inter-
polated wall using, respectively, a circle and an ellipse shape.

a(x − h)2 + b(y − k)2 + c(x − h)(y − k) = 1 (II.1)

with:

• h, k ∈ R, are the coordinates of the ellipse center,

• a ∈ R+, is related to the half-length A = 1/
√

a of the ellipse’s longer side (major axis),

• b ∈ R+, is related to the half-length B = 1/
√

b of the ellipse’s shorter side (minor
axis), thus b ≥ a,

• c ∈ R, is related to the ellipse orientation (if a , b) Ω = 0.5atan(c/(b − a)) (cf. Figure
II.2). When a = b equation II.1 becomes a circle equation (Ω will not give thus any
more information).

The surrounded ellipse parameters (h, k, A, B and Ω) (cf. equation II.1 and Figure II.2)
can be obtained online as will be emphasized in section II.5.2.

II.2/ SAFE OBSTACLE AVOIDANCE AS AN IMPORTANT COMPONENT

FOR AUTONOMOUS NAVIGATION

An interesting overview of obstacle avoidance methods is accurately provided in
[Minguez et al., 2008]. Obstacle avoidance behavior is tightly linked to the used con-
trol architecture class. This latter can be split into two categories (cognitive and reactive
(cf. section I.3.2, page 18)):

The first, categorized as cognitive (or deliberative), makes its main focus on the trajec-
tory/path planning and re-planning [Pivtoraiko and Kelly, 2009], while generally taking into
account the overall environment knowledge. It is to be noted that the terms trajectory or
path are used, respectively, if the time is taken or not into account during the planning
phase. For simplification, in what follows, the term trajectory will be used to express the
two cases. The obtained trajectory takes into account all obstacle configurations (and
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maybe its dynamic) in the planning step. In fully cognitive navigation, once a trajectory
is obtained, the robot follows it as accurately as possible using the dedicated control
law, for instance using the well-known control laws proposed in [Kanayama et al., 1990]
or [Samson, 1995]. Among the multitude of methods linked to cognitive architectures
we can cite Voronoï diagrams and visibility graphs [Latombe, 1991]; navigation functions
[Rimon and Daniel.Koditschek, 1992] or planning-based grid map [Choset et al., 2005];
Rapidly exploring Random Tree (RRT) [Lavalle, 1998], and Sparse A∗ Search (SAS)
[Szczerba et al., 2000]. Widely used in cognitive control architectures are pre-planned
reference trajectories, which means that they are properly selected before robot
movement [Morin and Samson, 2009]. A large class of roadmap-based techniques
[Szczerba et al., 2000] use optimization to choose between a set of admissible trajecto-
ries [Lavalle, 1998] [Brock and Khatib, 1999] [Ogren and Leonard, 2005]. In these meth-
ods, it is possible to deal with a changing environment while regularly re-planning the
robot’s trajectory [Fraichard, 1999] [Van den Berg and Overmars, 2005]. However, plan-
ning and re-planning require significant computational time to deal with the algorithmic
complexity. Therefore, in real motion conditions where the environment could be very clut-
tered, uncertain and/or highly dynamic, these methods may not be reliable, due among
other things, to the large amount of necessary time to obtain the new planned trajectory
[Minguez et al., 2008] [Parker, 2009].

The second part of the literature, categorized as reactive, considers that the robot
needs to answer in real time to its current perceptions [Brooks, 1986] [Arkin, 1989b]
[Adouane and Le-Fort-Piat, 2004] and needs thus less knowledge about the overall envi-
ronment. Local sensor information is used rather than a prior important knowledge on the
environment [Egerstedt and Hu, 2002] [Toibero et al., 2007] [Adouane, 2009a]. The robot
reacts therefore with stimuli-response behavior (generally bio-inspired [Arbib, 1981]) and
does not need any important planning process to achieve the navigation. In fully reactive
navigation, at each sample time, the robot should follow a defined set-points, according
to its local perceptions and current objectives (for instance, reach a pre-defined location).
The obstacles / walls / pedestrians / etc. are thus discovered and avoided in real time.
In [Khatib, 1986] the author proposes a real time obstacle avoidance approach based on
the principle of artificial potential fields. He assumes that the robot’s actions are guided
by the sum of attractive and repulsive fields. In [Arkin, 1989b] the author extends Khatib’s
approach while proposing specific motor schema for mobile robot navigation. Another
interesting approach, based on a reflex behavior reaction, uses the Deformable Virtual
Zone (DVZ) concept, in which the robot’s movement depends on a risk zone surround-
ing the robot [Zapata et al., 2004]. If an obstacle is detected, it will deform its DVZ and
the approach consists of minimizing this deformation by modifying the control vector.
This method deals with any obstacle shape, however, it suffers as schema motors from
local minima problem. In general, this school of thought (the reactive one) does not re-
quire high computational complexity since the robot’s actions must be given in real time
according to local perception [Arkin, 1998]. Obviously while taking this philosophy for
robot navigation, the overall robot’s movement cannot be considered as optimal, mainly
if the environment is complex with a multitude of obstacles and maybe trapped regions
[Ordonez et al., 2008] (cf. section I.3.2, page 18).

Besides the two existing schools of thought (reactive and cognitive) multi-controller archi-
tectures (cf. section I.4, page 21) could be used for both kinds of architectures.1 In fact,
the multi-controller architecture’s main feature permits us to isolate each of its compo-

1Chapter IV will focus on a control architecture which exhibits reactive and cognitive skills.

33



CHAPTER II. AUTONOMOUS NAVIGATION IN CLUTTERED ENVIRONMENTS

nents (either low or high level) and to make it as reliable as possible before incorporating
it in the overall control architecture. The obstacle avoidance is one of the most important
building blocks to achieve autonomous navigation of mobile robots in cluttered environ-
ments. It will be accurately detailed in section II.3 before integrating it, firstly in simple
multi-controller architectures (cf. section II.5) and later in the manuscript, in more so-
phisticated multi-controller architectures. In fact, several enhancement/developments of
the basic control architecture will be highlighted; for instance, the stability of the overall
control architecture in chapter III; the integration of the cognitive possibilities in chapters
IV and V and finally the extension to multi-robot systems in chapter VI.

II.3/ OBSTACLE AVOIDANCE BASED ON PARALLEL ELLIPTIC LIMIT-
CYCLE (PELC)

In what follows we present generic component, called Parallel Elliptic Limit-Cycle (PELC),
used as an elementary safe trajectory, as much for reactive than for cognitive navigation.
The PELC is based on a generic mathematical formulation of a limit-cycle (cf. subsection
II.3.1). Subsection II.3.2 will present an appropriate reference frame useful to achieve
different sub-tasks (obstacle avoidance is one among these sub-tasks).

II.3.1/ ELEMENTARY PELC

Limit-cycles correspond, as they will be used in what follows, to specific trajectories which
have always a fixed orbit where converge all the trajectories starting inside or outside
(the given orbit). The methodologies based on limit-cycles have been used in the liter-
ature to perform intuitive and efficient obstacle avoidance behavior [Kim and Kim, 2003]
[Jie et al., 2006] [Adouane, 2008] [Adouane, 2009b] [Soltan et al., 2011]. They are de-
fined according to a circular [Adouane, 2009b] or an elliptic [Adouane et al., 2011] peri-
odic orbit. These periodic orbits can guarantee, if they are well-dimensioned (far enough
from any obstacle) and accurately followed, avoidance of any obstructing obstacle. Un-
like potential field methods [Khatib, 1986], only the most disturbing obstacle impacts the
robot’s trajectory, which permit us to avoid local minima and oscillations. The modeling of
limit-cycles are very close to those based on Harmonic Potential Fields (HPF), and this
approach takes inspiration from the description of the dynamic movement of fluids around
impenetrable obstacles [Masoud, 2012]; Dynamical System approaches (DS, by dynami-
cal systems it is meant a coupled set of “n” autonomous first-order differential equations)
[Khansari-Zadeh and Billard, 2012]. These two well-known methodologies permit, while
following their defined trajectories (according to HPF or DS set-points), to safely avoid ob-
stacles by bypassing them. Nevertheless, HPF as well as DS require very complex math-
ematical modeling to avoid any obstacle’s shape. Contrary to that, the defined generic
PELC does not need any complex computation, from the moment that the parameters of
the surrounded ellipse are obtained ((h, k), A, B, Ω, cf. equation II.1 and Figure II.2). In
addition to obstacle avoidance, the proposed PELC can be easily used for several robot
navigation sub-tasks (cf. section II.4). Therefore, it constitutes a uniform component to
perform safe and reliable navigation.

The work given in [Adouane et al., 2011] has permitted us to extend possible Circular
Orbital Limit-Cycles (COLC) to Elliptic Orbital Limit-Cycles (EOLC), where COLC is only
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a particular case of EOLC when the major axis is equal to the minor axis. In what follows,
an even more generic formulation of limit-cycle trajectories is presented, permitting us
to obtain an orbital Parallel Elliptic Limit-Cycle (PELC). This PELC has a constant offset
according to the surrounded ellipse (cf. Figure II.2). Before we give more details about
PELC, let us give a short definition of the general principle of parallel curves, frequently
called for mathematical definition “offset curves” [Segundo and Sendra, 2005]. These
curves are obtained from a base curve by a constant offset, either positive or negative, in
the direction of the curve’s normal. The two branches of the parallel curve at a distance
Kp away from a parametric represented base curve ( f (t), g(t)) are given by:

x = f ±
Kpġ√
ḟ 2 + ġ2

; y = g ∓
Kp ḟ√
ḟ 2 + ġ2

; (II.2)

where ḟ = d f /dt and ġ = dg/dt. It is important to mention that a parallel curve to an
ellipse is not an ellipse (but an equation of 8 order), except obviously if the offset Kp = 0.

The differential equations of a PELC are given as follows (cf. Figure II.4):

ẋs = rys + µxs(1 − Ψ)

ẏs = −rxs + µys(1 − Ψ)
(II.3)

where:

• Ψ = [4(z2
1 + 3z2)(z2

2 + 3z1z3) − (z1z2)2 + 18z1z2z3]/(9z3)2

with: z1 = x2
s +y2

s−K2
p−A2−B2; z2 = B2x2

s +A2y2
s−A2K2

p−B2K2
p−A2B2 and z3 = (ABKp)2.

• (xs, ys) correspond to the position of the robot according to the Surrounded Ellipse
(SE) center (cf. Figure II.2).

• r = 1 for the clockwise trajectories (cf. Figure II.4(a)) and r = −1 for the counter-
clockwise trajectories (cf. Figure II.4(b)).

• A and B characterize, respectively, major and minor SE axes (cf. Figure II.2).

• Kp ∈ R+ (and , 0) corresponds to the PELC offset with regard to SE. This offset
is equal generally to the dimension of the robot (RR) (cf. Figure II.2) plus a certain
“Margin” which corresponds to a safety tolerance including perception uncertainty,
control reliability and accuracy, etc. Thus, Kp = RR + Margin.

• µ ∈ R+ a positive constant value which enables us to modulate the convergence of
the PELC toward its orbit. The convergence is as slow as µ is smallest (cf. Figure
II.5(a)), which permits us also to obtain smoother PELC.

The PELC given by equation (II.3) could be defined according to a global reference frame
(XGYG in Figure II.2). Indeed, it is enough to apply a translation (h, k) and a rotation
(Ω) w.r.t. this global reference frame. In Figures II.4 (a) and (b), the shown PELCs are
characterized by: a center (h, k) = (1, 1); an orientation Ω = π/4; a half major and minor
axes equal respectively to A = 1 and B = 0.25; an offset Kp = 0.5, and finally µ = 1. It is
observed that the Parallel Ellipse of Influence (PEI, cf. Figure II.4) given by (h, k, Ω, A,
B, Kp) = (1, 1, π/4, 1, 0.25, 0.5) is a periodic orbit. The trajectory which has this kind of
periodic orbit is called a Parallel Elliptic Limit-Cycle (PELC).
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Figure II.4: Shape possibilities for the used Parallel Elliptic Limit-Cycles.

The trajectories from all points of the XGYG global reference frame, including inside the
PEI, move toward it (cf. Figure II.4). To demonstrate analytically the validity of the result
for any initial state of the PELC, the following Lyapunov function is used:

V(x) = (1/2)(x2
s + y2

s). (II.4)

The derivative of V(x) along the trajectories of the system is given by V̇(x) = xs ẋs + ysẏs.
After some development it is obtained finally:

V̇(x) = 2µV(x)(1 − Ψ). (II.5)

The derivative of V̇(x) is:

• negative if (1 − Ψ) < 0, thus if the initial condition (xs0, ys0) is outside the PEI (given
by equation Ψ = 1),

• and positive if the initial condition is inside the PEI (1 − Ψ) > 0.

Therefore, the PEI given by Ψ = 1 is always the periodic orbit of the PELC. It can be
mentioned also from equation II.5 that, the higher the value of µ is, more the limit-cycle
velocity converges toward its periodic orbit (the opposite is true, cf. Figure II.5(a)).

It is important to notice that the PEI (the PELC orbit attractor, cf. equation II.3), contrary
to a standard Ellipse of Influence (EI, as defined in [Adouane et al., 2011]) permits us to
guarantee always an effective minimal distance w.r.t. the contours of the ellipse surround-
ing the obstacle (SE in Figure II.5(b)); this constant offset is equal to Kp as given above.
Indeed, while using the formulations given in [Adouane et al., 2011], the EI is obtained
while fixing its half major Alc and minor Blc axes according to those (A, B) of the SE, it was
used Alc = A + Kp and Blc = B+ Kp. Nevertheless, this formulation permits us to insure ac-
curately this minimal distance (Kp) only in 4 points which correspond to minor and major
end-point axes, as given in Figure II.5(b). Indeed, in this figure it is shown the difference
between obtained Parallel EI (PEI) and EI, when: A = 1m; B = 0.05m and Kp = 0.25m. As
maximal difference, an error of 0.1m is obtained, corresponding to an error ratio of 40%,
which is too high if the aim is to insure an effective safe robot navigation in all situations.
Obviously we can increase, according to this maximum error ratio, the value of Kp, but
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Figure II.5: (a) Reference frame linked to each PELC and different PELC shapes accord-
ing to µ values. (b) Difference between Parallel Ellipse and Ellipse of Influence.

this will not lead to an optimal path, notably in terms of length. It is also important to note
that the error ratio is as big as the obstacle is longitudinal (i.e., A � B).

Therefore, the proposed PELC, in addition to having safest navigation, will permit us to
obtain smooth and flexible navigation in different environments (e.g., cluttered or not,
structured or not, static or dynamic). For instance, the walls/sidewalks limits of an ur-
ban environment could be surrounded by a very thin PEI (cf. section IV.4.4.1, page
91). Several simulations and experiments will be shown throughout the different chapters
composing this manuscript, for instance, PELC will be used in section II.5.5 to highlight
reactive robot navigation and in section IV.4.4, (page 89) for more cognitive and hybrid
(reactive/cognitive) navigation.

Once the mathematical formulation and the interesting features of the proposed PELC
are emphasized, let us introduce in the following subsection an appropriate reference
frame permitting us to evaluate the pertinence of current achieved sub-tasks.

II.3.2/ REFERENCE FRAMES LINKED TO THE TASK ACHIEVEMENT

For simple and efficient description of robot navigation in any kind of environment, it is
introduced in what follows a specific reference frame assigned for each obstacle / wall /
target / etc. inside the considered environment (or at least for each element inside the
robot’s field of view). These specific references frames will guide the robot behaviors
and allow us to evaluate the success of the current achieved sub-task (e.g., wall follow-
ing, obstacle avoidance, target reaching/tracking, etc.). Each elementary reference frame
will orient thus locally the achievement of the robot navigation toward its final objective.
A kind of analogy could be established with robot manipulator modeling. In fact, when
we would like to control the movement of a robot end-effector (w.r.t. its base), it is as-
signed for each articulation an appropriate reference frame while using dedicated conven-
tions [Denavit and Hartenberg, 1955] [Khalil and Dombre, 2004]. These local reference
frames are mainly used to express simply the local elementary articulations’ movements
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(translation / rotations) in order to obtain the desired final end-effector movement. The
context of robot navigation is obviously different but the proposed reference frames will
help to make a reasoning on the efficiency of the robot movements in order to reach its
final objective. To define such specific reference frames it is mandatory to fix the center
and the orientation of its axes.

Let us start to define the reference frames linked to each possible obstacle (wall / pedes-
trian or any object which could obstruct the robot’s movement). They will have a specific
reference frame (ROT ) permitting us to define the obstacle avoidance sub-task achieve-
ment (or set-points) while knowing the localization of the robot according to it. ROT is
obtained with a simple geometric construction and has the following features (cf. Figure
II.5(a)):

• XOT axis connects the center of the obstacle (xO, yO) to the center of the final Target
(x f , y f ). This axis is oriented toward this target.

• YOT axis is defined by two points PT1 and PT2, which correspond to the tangent
points between the two straight lines coming from the final target (x f , y f ) and the
PEI. YOT axis is oriented while following trigonometric convention.

The axes XOT and YOT intersect on the point OOT = (xOT , yOT ) and they have an angle
ϕ between them. To guide the robot’s future movements, it is important to define its
localization w.r.t. ROT . One needs, therefore, to make a transformation from the global
reference frame XGYG to the local reference frame XOT YOT . Knowing that XOT YOT is not
necessarily orthogonal, it proceeds with two steps:

1. Transformation of the robot localization (x, y)G from the global reference frame to
an intermediate orthonormal reference frame which has as center (xOT , yOT ) and X
axis = XOT . The following homogeneous transformation is used (cf. Figure II.5(a)):


x
y
0
1


OTI

=


cosα − sinα 0 xOT

sinα cosα 0 yOT

0 0 1 0
0 0 0 1


−1 

x
y
0
1


G

(II.6)

2. Once xOTI and yOTI are obtained for this intermediate transformation, one can obtain
finally the localization of the robot (xRO, yRO) w.r.t. ROT as follows (cf. Figure II.5(a)):


xRO = xOTI − yOTI

cos(ϕ − α)
sin(ϕ − α)

yRO =
yOTI

sin(ϕ − α)
.

(II.7)

It is to be mentioned that (ϕ − α) , 0 modulo π. It is always true because the axes XOT

and YOT are never parallel (or co-linear) from the moment that (x f , y f ) is outside of the PEI
attributed to the considered obstacle and the obstacle exits effectively (A and B features
, 0). According to that, sin(ϕ − α) (used in Equation II.7) is always , 0.

The main idea to use this essential component (ROT ) is to determine which PELC the
robot must follow to avoid for example an obstacle. In fact, once the transformation from
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the global frame XGYG to the local reference frame XOT YOT is done, it is enough for in-
stance to check the sign of the robot’s localization w.r.t. the axis XOT to assign the appro-
priate robot behavior [Adouane et al., 2011]. For instance, if the sign of xRO is negative,
the robot must follow the defined PELC (to avoid the obstacle) and if positive the robot
can consider that the obstacle is not an obstructing obstacle and can go therefore straight
toward to its final target (cf. Figure II.5(a)). At the condition obviously that there is no other
constrained obstacle; if not, the process will be reiterated. In section IV.3 (page 78), the
optimality of the followed PELC will be presented while determining its best direction and
shape. This will be done notably while obtaining the optimal value of µ (cf. equation II.3).

Furthermore, the final target T = (x f , y f ) (which could not have any particular orientation
in the environment) will be assigned also a reference frame (RT ) which has as center
(x f , y f ) and as axes, orthogonal one, oriented just as the global reference frame axes.
This description permits the homogenization of using these references frames. It is to be
noted that this kind of reference frame RTi will be notably used in the planning method
presented in section IV.3 (page 78) and in chapter V where each intermediate target in
the environment will be attributed an appropriate reference frame to sequentially guide
the navigation of the robot (from one intermediate target to another).

II.4/ HOMOGENEOUS SET-POINTS DEFINITION FOR ROBOT’S NAV-
IGATION SUB-TASKS

The design of multi-controller architecture aims to decompose the overall complex task
into a multitude of sub-tasks to achieve (e.g., target reaching, wall following, obstacle
avoidance, etc.) (cf. section I.4, page 21). According to these elementary sub-tasks,
performed in a reactive or cognitive way (cf. section I.3.2), it has been noted in general
that the robot must follow/track a path/trajectory or reach/track a specific target. This
section aims to propose a homogeneous set-points definition for the multitude of the
robot’s navigation sub-tasks in order to simplify the design of control architectures.

As described in section I.5 (page 26) the use of static or dynamic targets could lead to
a much more flexible way to define the robot’s sub-tasks, it is promoted therefore in our
works the use of target set-points, defined by a pose (xT , yT , θT ) and a velocity vT . The
following subsections (II.4.1 to II.4.3) will highlight the fact that this set-point formulation is
generic enough to define an important number of the robot’s behaviors. It is to be noted
that, once the set-points are defined, at each sample time, it is important to have reliable
control laws to reach/track these assigned set-points. To do that, one of the reliable
control laws defined in section III.2 (page 54) will be used to stabilize the errors to zero.

II.4.1/ TARGET TRACKING SET-POINTS BASED ON GLOBAL PLANNED PATH

The first identified case corresponds to the one where a global path is already defined
using for instance PELC (cf. section IV.3, page 78). In fact, in certain situations (e.g.,
static environment) it is enough for the robot to follow the path as accurately as possible
without modifying its initial planning. In that situation, a Frenet reference frame is used
[Samson, 1995] to extract the robot’s set-points. The target set-point, at each sample
time, is given by (cf. Figure II.6(a)):
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Figure II.6: Set-points definition based on (a) global planned path, (b) local planned path,
(c) general static/dynamic target.

• A position (xT , yT ) corresponding to the closest position in the pre-planned path w.r.t.
the origin of the reference frame XmYm. (xT , yT ) point corresponds to the origin of
Frenet reference frame XFYF .

• An orientation θT corresponding to the tangent of the path w.r.t. XGYG reference
frame.

• A velocity vT which could be constant or variable indifferently.

II.4.2/ TARGET TRACKING SET-POINTS BASED ON LOCAL PLANNED PATH

Here, the set-point configurations are taken within the generated PELC trajectories (cf.
subsection II.3.1) but the same principle could be used for any other online local gener-
ated trajectory obtained from local planners.

When the environment is not very well known or dynamic, it is better to navigate reactively
(cf. section I.3.2, page 18). In that situation, the current PELC takes as initial configu-
ration, and at each sample time, the current robot configuration. The target set-point is
given by (cf. Figure II.6(b)):

• A position (xT , yT ) corresponding to the intersection between the circle (which has
as origin the origin of the reference frame XmYm and as radius RS ) and the planned
PELC.

• An orientation θT corresponding to the tangent to the PELC w.r.t. XGYG reference
frame at the intersection point (xT , yT ). If RS = 0, the robot has to apply only an
orientation control. Indeed, since the robot is already on the current computed
PELC, the robot has only to control its heading w.r.t. θT . This simple control has
been used in [Adouane, 2009b] and [Adouane et al., 2011].

• A velocity vT which could be constant or variable indifferently.
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II.4.3/ GENERAL TARGET REACHING/TRACKING SET-POINTS

The last identified case (cf. Figure II.6(c)) corresponds to the general situation where the
robot must reach/track a static/dynamic target (xT , yT , θT , vT ). The sub-tasks which can
deal with this kind of target definition correspond to all the cases where the set-points are
not restricted to evolve inside a specific path. For instance, let us cite:

• For a static target, the set-points could correspond to the final robot destination as
given in Figure II.2. They could also correspond to an appropriate waypoints in the
environment through which the robot must cross sequentially (chapter V will give a
complete example showing this navigation strategy).

• For a dynamic target, this kind of target set-point can serve for the Follower robot (as
depicted in Figure II.6(c)) to track a secondary target referenced w.r.t. the Leader.
Chapter VI, focused on multi-robot systems, will highlight better this kind of target
set-point definition.

II.5/ MULTI-CONTROLLER ARCHITECTURES FOR FULLY REACTIVE

NAVIGATION

II.5.1/ MAIN STRUCTURES

It will be presented, in what follows, two simple multi-controller architectures (cf. Figure
II.7) which will serve as basic structures to highlight the main components to perform
flexible and reliable navigation in cluttered environment. While exploiting the principle of
bottom-up construction characterizing these control architectures (cf. section I.4, page
21), the sophistication of these simple architectures will be increased, permitting us, for
instance, in chapter III to analyze the overall stability and smoothness of the robot’s navi-
gation and in chapter IV to add high-level features (planning and re-planning).

Before highlighting the main difference between the two control structures depicted in
Figure II.7, it is important to give the definition of the robot’s elementary behavior (con-
troller). In what follows each robot’s controller is constituted by a dedicated set-point and
stable control law blocks which permit us to achieve safely and reliably the desired robot’s
behavior. As shown in Figures II.7(a) and II.7(b) the two structures 1 and 2, are different
in terms of the used control laws. In fact, structure 1 has two distinct control laws whereas
structure 2 has only one common control law shared by the two set-point blocks.
 

P1 

P2 Se
ns

or
s  

in
fo

rm
at

io
n Obstacle 

avoidance  
 

C1 

C2 

C 

 
Hierarchical 

action  
selection 

S1 

S2 

Robot 

Attraction 
to the target 

Obstacle avoidance 
Set-point  

 

Attraction to the 
target Set-point 

(a) Based non-uniform control laws (structure 1)

 

Obstacle avoidance 
Set-point  

 Si 

S1 

S2 Attraction to the 
target Set-point 

P1 

P2 Se
ns

or
s  

in
fo

rm
at

io
n 

Robot 

Control law 
 

 
Hierarchical 

action  
selection 

C 

(b) Based uniform control law (structure 2)

Figure II.7: The two main used multi-controller structures.

41



CHAPTER II. AUTONOMOUS NAVIGATION IN CLUTTERED ENVIRONMENTS

It is interesting to notice that structure 1 is the less restrictive architecture, in the sense
that both controllers (behaviors) can have completely different set-points and control laws
definition. It is enough to have two already stable elementary controllers to integrate them
in this structure, without any harmonization of the used set-points or control laws. The
possible drawback of this kind of multi-controller architecture corresponds to its difficulty
in having a simple analysis of the overall control architecture stability (since it could use
non-uniform control laws). This aspect will be widely discussed in chapter III.

The two simple multi-controller architectures depicted in Figure II.7 permit us to manage
the interaction between different elementary blocks. The main features of each block
composing these architectures are detailed below.

II.5.2/ SENSOR INFORMATION BLOCK

While using robot’s sensors and any already known data on the environment (using a
road-map for instance), this block is in charge of detecting / localizing / characterizing
any important features in the environment. Mainly this block in the case of the basic
architectures given in Figure II.7 must provide the list of all perceived obstacles and the
relative final target localization w.r.t. the robot (cf. Figure II.2).

Any possible obstructing object (obstacle / wall / pedestrian / etc.) is characterized as
specified in section II.1 by a Surrounded Ellipse (SE) given by the parameters (h, k, A, B
and Ω) (cf. equation II.1 and Figure II.2). Even if the perceptive aspect is not the main
topic addressed in our research works, nevertheless knowing that this characterization
plays an important role to perform reliable safe navigation, some works have been done.
Different techniques have been proposed in the literature to enclose uncertain data with
an ellipse [Porrill, 1990] [Welzl, 1991] [Zhang, 1997] [De Maesschalck et al., 2000]. In
[Vilca et al., 2012b], a review of different methods of enclosing an ellipse is given. This
characterization can be insured even off-line (using for instance a road map) or online
using for example a camera positioned in the environment [Benzerrouk et al., 2009] or
the robot’s infrared sensors [Vilca et al., 2012c]. Obviously, among the most challenging
aspects linked to obstacle detection and characterization is the case where the robot has
to discover the environment online and with only its own sensors [Vilca et al., 2013a] (it
is the case for fully reactive navigation) or while merging locally the data given by several
robots [Lozenguez et al., 2011a] [Vilca et al., 2012a]. The data segmentation remain also
an important problem to address [Rodriguez, 2014].

In [Vilca et al., 2012b] SE parameters have been obtained online as the robot moves
(cf. Figure II.8). In this work, several methods, on the acquired sequence of uncertain
telemetric range data, have been used. Figures II.9 ((a), (d)); ((b), (e)) and ((c), (f))
show the obtained SE at two instants (t=3s and 9s) using, respectively, least square,
covariance and heuristic methods. Furthermore, it is observed in Figure II.10 that SE
parameters of the least square and covariance methods can change abruptly whereas the
obtained ellipse parameters, with heuristic method, change much more smoothly while
permitting us to better enclose the detected obstacle (cf. Figure II.9). The smoothness of
the evolution of the identified ellipse’s parameters permits at its turn to perform smooth
robot avoidance in a cluttered environment. The extension of this work has been done in
[Vilca et al., 2012c] [Vilca et al., 2013a] using the Extended Kalman Filter (EKF) and an
appropriate sub-optimal heuristic method to insure that all the acquired uncertain range
data are actually filtered and surrounded by the computed ellipse and that the evolution
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Figure II.8: N Range data set expressed using polar coordinate (DLi, βi) |i=1..N w.r.t. the
robot.

of SE parameters remains always smooth.

Section II.5.5 will show some results on the use of these perceptive techniques as inputs
for a reactive obstacle avoidance controller. This perceptive block will be used also for
instance in the different following chapters as in section V.5.2 (page 125) where a group
of real VipaLab vehicles have to avoid an obstacle.

(a) Least square, t = 3s (b) Covariance approach, t = 3s (c) Heuristic approach, t = 3s

(d) Least square, t = 9s (e) Covariance approach, t = 9s (f) Heuristic approach, t = 9s

Figure II.9: Evolution of the obtained Surrounded Ellipses (SE) using the different studied
approaches.
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Figure II.10: Evolution of the estimated parameters of the surrounded ellipse.

II.5.3/ HIERARCHICAL ACTION SELECTION BLOCK

The coordination of the several controllers constituting a multi-controller architecture is
among the most important aspect to master in order to obtain coherent and reliable ar-
chitecture (cf. section I.4, page 21). Chapter III will give more details about the different
developed techniques to ensure the overall reliability and smoothness of such architec-
tures.

In the simple architectures depicted in Figure II.7, the activation of one controller in favor
of another is achieved completely in a hierarchical way like the principle of subsumption
proposed initially by Brooks in [Brooks, 1986]. Algorithm 1 gives the logic of controllers’
activation (“Obstacle avoidance” and “Attraction to the target”). In summary, the “Hierar-
chical action selection” block activates the obstacle avoidance controller as soon as there
exists at least one obstacle which can obstruct the robot’s future movements toward the
final target. Therefore, the robot’s local stimuli are only responsible to trigger the switch
between controllers.

Algorithm 1: Hierarchical action selection
Input: All the features (h, k,Ω, A, B) of the closest constrained obstacle (cf. Algorithm 2);

Value of Kp (the desired minimum safe distance “offset” to the obstacles); Current
final target localization (x f , y f ).

Output: Define the controller to activate
if It exists at least one obstructing obstacle (cf. Algorithm 2) then1

Activate Obstacle avoidance controller (cf. Algorithm 3)2

else3

Activate Attraction to the target controller4

end5
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Algorithm 2: Obtaining the most obstructing obstacle
Input: All the features (h, k,Ω, A, B)i (cf. equation II.1) of the obstacles in the robot’s field

of view; Value of Kp (the desired minimum safe distance “offset” to the obstacles);
Current final target localization (x f , y f ).

Output: The index “k”of the most obstructing obstacle (if it exists).
for Each Obstaclei do1

if The obstacle is an obstructing obstacle2

{i.e., it exists one intersect point between the line “l” (connecting the robot to the3

target (cf. Figure II.2)) and the Parallel Ellipse of Influence of the Obstaclei then
Add the Obstaclei to ListObstructingObstacles;4

end5

end6

if ListObstructingObstacles , ∅ then7

Extract the index k ∈ ListObstructingObstacles of the closest Euclidean distance to the8

robot DROi (cf. Figure II.2).
if Two or more obstructing obstacles have the same value of DROi then9

choose to avoid the one with the smallest DPROi (cf. Figure II.2)10

if It is already the same DPROi then11

choose arbitrary one of these obstacles.12

end13

end14

else15

There is not obstructing obstacle, the environment is safe.16

end17

II.5.4/ SET-POINT BLOCKS

These blocks, which have as input the perceptions Pi coming from the sensor information
block (cf. subsection II.5.2), are responsible to give for each dedicated controller, the
appropriate set-points for its operation.

As given in section II.4, the adopted homogeneous set-point definition for each controller
(sub-task) has the following data (xT , yT , θT , vT ), which gather the pose and the velocity
of the desired target to reach/track. In what follows, the set-points definition, dedicated to
the “Obstacle avoidance” and “Attraction to the target” controllers, will be given.

II.5.4.1/ REACTIVE OBSTACLE AVOIDANCE CONTROLLER

The objective of this controller is to avoid with high reactivity (with the less computation
time and without high-level cognition (cf. section I.3.2, page 18)) any obstacle hindering
the robot’s movement toward its final target. In what follows only a simple formulation of
PELC (cf. section II.3.1) will be used to perform reactive obstacle avoidance. The actual
potentialities of the proposed PELC will be illustrated notably in chapter IV. Indeed, in
section IV.3 (page 78) optimal PELC∗ is used to perform sophisticated navigation in a
cluttered environment while using either local or global planning. In the current chapter,
the PELC are used to perform fully reactive navigation. In fact, contrary to PELC∗, the
reactive navigation given in this section will use PELC with fixed value of µ (cf. equa-
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tion II.3) (and not with optimal µ∗ as for PELC∗). Besides, the used reference frame (cf.
section II.3.2) and the obstacle avoidance behavior will use only simple rules. Despite
all the applied simplifications, subsection II.5.5 will show several simulations and experi-
ments emphasizing the efficiency of the proposed fully reactive navigation in a cluttered
environment.

The reactive obstacle avoidance defined in Algorithm 3 is developed according to stimuli-
response principle. To implement this kind of fully reactive obstacle avoidance behavior it
is important at least to:

• detect the obstacle to avoid (cf. Algorithm 2),

• decide the direction of the avoidance (clockwise or counter-clockwise), and

• define an escape criterion which defines if the obstacle is completely avoided or not
yet.

All these different elements must be defined and applied while guaranteeing that the
robot trajectory is safe, smooth and avoids undesirable situations as deadlocks or local
minima; and that the stability of the applied control law is guaranteed. The necessary
steps to carry out this fully reactive obstacle avoidance algorithm are given below:

1. For each sample time, run Algorithm 2 to obtain the index “k” of the most obstructing
obstacle.

2. After the determination of the closest obstructing obstacle, we need to determine
the robot reflex behavior w.r.t. this obstacle: clockwise or counter-clockwise avoid-
ance; repulsive or attractive phase (cf. Algorithm 3). The four possible robot be-
haviors corresponding to 4 specific robot localizations (areas as given in Figure
II.11) are distinguished while using an orthogonal reference frame. As used in
[Adouane, 2008] or [Adouane et al., 2011], the reference frame ROT , linked to each
obstacle, has been proposed so that its determination becomes the most simple,
permitting therefore an even more reactive navigation. This specific reference frame
has the following features (cf. Figure II.11):

• As given in the general case (cf. Figure II.5(a)), XOT axis connects the center
of the obstacle (xO, yO) to the center of the final Target (x f , y f ). This axis is
oriented toward this target.

• YO axis is perpendicular to the XO axis and is oriented while following a trigono-
metric convention.

3. Since the obtained reference frame ROT is always orthonormal, to obtain the robot
localization w.r.t. ROT it is enough to apply the first transformation given in equation
II.6. According to this localization, the robot can deduce more readily its reactive
behavior. For instance, the sign yRO (ordinate of the robot in ROT ) has been used
to determine the suitable direction of obstacle avoidance. If yRO ≥ 0, then apply
clockwise limit-cycle direction, otherwise apply counter-clockwise direction. Nev-
ertheless, this direction is forced to the direction taken just before if the obstacle
avoidance controller was already active at (t − δT ) instant and this is to avoid local
minima and dead-ends [Adouane, 2009b]. These simple rules permit us to reduce
the length of robot trajectory to reach its final target. Furthermore, it is seen in Al-
gorithm 3 that the sign of xO is used also to determine if the robot is in the repulsive
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Algorithm 3: Reactive set-point definition for reactive obstacle avoidance based PELC
Input: All the features of the closest constrained obstaclei ≡ (h, k,Ω, A, B)i; Values of µ

and the desired offset K
′

p (cf. equation II.3); Current final target localization
(x f , y f ).

Output: Set-point (xT , yT , θT , vT ) to reach based on the PELC to follow.

// I) Obtaining the PELC offset “Kp” of the PELC to follow
if xO ≤ 0 then1

Kp = K
′

p − ξ (Attractive phase)2

{with ξ a small constant value as ξ � Margin (cf. subsection II.3.1) which guarantees3

that the robot does not navigate very closely to the desired Parallel Ellipse of
Influence (PEI) (which could causes the oscillations of the robot’s trajectory
[Adouane, 2009b])}

else4

{Escape criterion: go out of the obstacle’s PEI with smooth way}5

Kp = Kp + ξ (Repulsive phase)6

end7

// II) Obtaining the PELC direction (clockwise or not, “r” in equation II.3)
if obstacle avoidance controller was active at (t − δT ) instant then8

Apply the same direction already used before r = rprevious.9

{This will permit to avoid some conflicting situations leading to robot dead-ends10

[Adouane, 2009b]}
else11

r = sign(yRO) (cf. equation II.6)12

end13

// III) Set-point for reactive obstacle avoidance
{Knowing the parameters of the closest constrained obstaclei, the value of µ and14

according to the obtained Kp and r values, the PELC to follow (thus the evolution (ẋs, ẏs))
is completely defined using equation II.3. While taking the value of RS = 0 in subsection
II.4.2 (cf. Figure II.6(b)), the target to track has the following features:}

(xT , yT ) = (x, y) //The current robot location

θT = arctan(
ẏs

ẋs
)

vT = constant //vT is chosen constant for simplification15

or attractive phase (cf. Figure II.11). In repulsive phase, the limit-cycle takes an
increased value of Kp to guarantee the robot’s trajectory smoothness. Several ex-
amples are given in subsection II.5.5 to show the efficiency of the presented fully
reactive navigation in a cluttered environment.

In addition, it is important to mention that for an even more simplicity of the use of Al-
gorithm 3, the PELC can be described with its simplest form corresponding to a circular
limit-cycle. In fact, in equation II.3, if A = B (which means that the detected obstacle is
surrounded with a circular shape), the PELC can be simplified and will be given by the
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Figure II.11: The four specific areas surrounding the obstacle to avoid.

following equation [Adouane, 2009b]

ẋs = rys + µxs(R2
c − x2

s − y2
s)

ẏs = −rxs + µys(R2
c − x2

s − y2
s)

(II.8)

where Rc = RO + Kp is the radius of the circle of convergence and RO the radius of the
circle surrounding the detected obstacle. Figure II.12 shows the obtained limit-cycle when
Rc = 1. The trajectories from all points (xs, ys) including inside the circle, move toward the
circle. It is to be mentioned that to surround the detected obstacle by a circle shape,
either RO = A = B (the obstacle is already circular) or RO is set to A (the major axis value
of SE (cf. Figure II.2)).

As in any reactive navigation (cf. Algorithm 3), it is important to manage, with simple
rules, some conflicting situations due principally to the fact that reactive navigation sup-
poses local reaction to the environment stimuli and not according to global or sophisti-
cated environment knowledge nor high cognition level (cf. section I.3.2, page 18). The
specific local and reactive rules to avoid local minima and/or dead ends are detailed in
[Adouane, 2009b].

Once the reactive obstacle avoidance set-points are obtained (cf. Algorithm 3) it is enough
to use one of the stable control laws defined in section III.2 (page 54), for target track-
ing. The choice of the control law depends obviously on the structure of the used robot
(unicycle (cf. subsection III.2.1.2) or tricycle (cf. subsection III.2.2)). In addition, accord-
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Figure II.12: Different shapes for circular limit-cycles.
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ing to obtained set-points in Algorithm 3, the used control therefore is simplified to be an
orientation control [Adouane et al., 2011].

II.5.4.2/ ATTRACTION TO THE TARGET CONTROLLER

To obtain the set-points dedicated to this controller, it is enough to know the final target
position (x f , y f ); the set-point is given therefore by: (xT , yT , θT , vT ) = (x f , y f , 0, 0). In fact,
the aim of this controller is to reach a static target (vT = 0) with any value of angle, θT is
then chosen = 0.

Once the set-point is obtained, it is enough here also to use one of the stable control
laws defined in subsection III.2 (page 54) for target reaching. It is important to notice
that according to the definition given above for “Attraction to the target” and “Obstacle
avoidance” controllers, either structure 1 or 2 (cf. Figure II.7) could be used to perform
the targeted navigation. Stability analysis of both multi-controller structures, while taking
into account the transition phase between controllers, will be detailed in chapter III.

In what follows, several simulations and experiments will show the relevance of the pro-
posed multi-controller architectures for reactive navigation in a cluttered environment.

II.5.5/ SIMULATIONS AND EXPERIMENTAL RESULTS

To demonstrate the efficiency of the proposed multi-controller architecture (cf. section
II.5.1) several simulations and experiments have been made. Some of them are given
below.

The first simulation will emphasize notably the performance of the proposed reactive ob-
stacle avoidance method-based limit-cycles (cf. subsection II.5.4.1) and the online obsta-
cle detection and characterization method (cf. subsection II.5.2). A mobile robot with a
radius of RR = 0.065 m and six infrared range sensors, with the maximum detected range
equal to DLmax = 0.30 m is considered (cf. Figure II.8). These sensors are in the front
of the robot, with 30◦ between each pairs of sensors. The accuracy of the used sensors
based on the data-sheet is around 10% of DLmax. It is considered in this simulation an
uncertainty range with a maximum value of 20% of DLmax, ensuring thus to take the worst
range value.

Figure II.13(a) shows the robot trajectory in an environment with three obstacles (clock-
wise and counter-clockwise avoidance are observed). The red points represent the range
data given by the sensors along all the robot movement. The range data buffer used to
compute the ellipse parameters are deleted for each new discovered obstacle. Figure
II.13(b) represents the minimum distance between the effective elliptical obstacles2 and
the robot position along its trajectory using either the heuristic method (red dotted line)
or the combination of heuristic method and EKF (green continuous line). This last fig-
ure confirms the non-collision of the robot with any obstacle and better safety when the
combination of heuristic method and EKF are used. In general, the simulation depicted
in Figure II.13 confirms the safety and the smoothness of the robot navigation even if the
obstacles are discovered and characterized online [Vilca et al., 2013a].

Furthermore, to show the efficiency of the proposed fully reactive navigation, a statistical

2Obtained while knowing all the range data, without noise, surrounding the obstacle.
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(a) (b)

Figure II.13: (a) Robot trajectory using fully reactive navigation and the proposed heuristic
and EKF approach to enclosing the obstacles [Vilca et al., 2013a]. (b) Distance between
the robot and elliptical obstacles.

survey has been made while doing a large number of simulations in different cluttered en-
vironments. We did specifically 1000 simulations where each uses several dozen obsta-
cles with different random positions in the environment (cf. Figure II.14 for two examples
of performed simulations). It is to be noted that each obstacle is subject to parameter un-
certainty, representing the inaccuracy of robot’s infrared sensors. 97% of the performed
simulations permitted the robot to reach the target in a smooth way and in finite time, while
avoiding collisions, local minima and dead-ends (cf. Figure II.14). This is an encouraging
result compared to the restrictions/constraints imposed on reactive navigation such as
no planning step, no global knowledge about the environment, etc. Three percent of the
failed simulations are due mainly to some specific obstacle configurations (no free path
solution between the robot and the target) and to the large amount of introduced noise.

In addition, several experiments using Kheperar robots (cf. Annex A) have been made.
Figure II.15 shows the first experiments where the robot’s localization and obstacle fea-
tures were obtained thanks to a camera positioned in the top of the experimental plat-
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Figure II.15: Top view of the robot trajectory using the developed platform (cf. Annex A).
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Figure II.16: Top view of the robot trajectory and the observed infrared uncertain range
data.

form (cf. Annex A). It can be seen that the robot successfully converges to its tar-
get at moment te after avoiding two obstacles surrounded with two ellipses of influence
[Adouane et al., 2011]. Figure II.16 shows another experiment where the robot uses its
own infrared sensors and the proposed method-based EKF to characterize the detected
obstacles [Vilca et al., 2013a]. This last experiment highlights the effectiveness of the
proposed fully reactive navigation in a cluttered environment.

Other experiments performing navigation in a cluttered environment, using Khepera or
VipaLab robots, will be shown notably in chapters V and VI.
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II.6/ CONCLUSION

This chapter introduced the general framework of the targeted autonomous robot navi-
gation. It emphasized two main controllers (“obstacle avoidance” and “Attraction to the
target”) which will be widely used throughout this manuscript.

This chapter also proposed a homogeneous set-points definition based on target reach-
ing/tracking (xT , yT , θT , vT ) while highlighting the fact that these set-points are generic
and flexible enough to define an important number of the robot’s sub-tasks. The aim of
set-point harmonization is, among other things, to simplify the design of multi-controller
architectures promoted in this manuscript. Indeed, having generic set-point, permits us
to have dedicated control laws to deal with, and to avoid having in the same control ar-
chitecture, several set-point conventions and therefore also several control laws. This last
case could lead to complex stability analysis. The stability of each controller as well as
the overall multi-controller architecture will be addressed in the following chapter.

A large part of this chapter has been dedicated to defining the proposed obstacle avoid-
ance controller, which is an important component to perform safe robot navigation in a
cluttered / dynamic environment. The main elements of this controller are:

• Safe orbital trajectories, called PELC (Parallel Elliptic Limit-Cycle), permitting nav-
igation near obstacles while letting them always be at a minimal defined distance.
The mathematical formulation of the PELC was presented and motivated in this
chapter.

• Specific reference frames assigned to each obstacle / target / etc. inside the con-
sidered environment. They permit us to guide the robot’s behaviors and to evaluate
the success of the current achieved sub-task.

These two elements will be intensively used through all the manuscript to perform either
reactive or cognitive navigation in different constrained environments.

Furthermore, a complete multi-controller architecture, dedicated to fully reactive navi-
gation in cluttered environments has been presented. A brief description of the online
methodology to detect and to characterize obstacles has been also given. Several simu-
lations and experiments were given to demonstrate the effectiveness of the proposal.
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III
HYBRIDCD (CONTINUOUS/DISCRETE)
MULTI-CONTROLLER ARCHITECTURES

Summary: This chapter focuses on the proposed HybridCD (continuous/discrete) multi-
controller architectures for online mobile robot navigation in cluttered environments. The
developed stable control laws for target reaching/tracking are presented. An important part
of this chapter emphasizes how to obtain stable and smooth switching between the different
elementary controllers composing the proposed architectures.
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III.1/ INTRODUCTION

The main investigated issue in this chapter relies on the mean to attest if the realization
of an overall complex task (such as autonomous navigation in cluttered and dynamic
environment) is globally efficient (e.g., safe, smooth, reliable, etc.). Indeed, it is relatively
simple to confirm the reliability, for instance, of an elementary obstacle avoidance, but if
the objective is also to maintain a formation in a group of robots and so on, the global
analysis quickly becomes complex. This is due mainly to antagonist sub-tasks to achieve
or to heterogeneous control variables/set-points. The raised automatic control question
could be formulated as “Is it possible to formalize an analytic function (control law) to
guarantee the efficiency of the overall performed complex task?” This function remains
highly difficult to obtain and it is still a challenging issue to define such function in the
context of autonomous mobile robotics [Benzerrouk, 2010, chapter 3].

As shown and motivated in section I.4 (page 21), the undertaken methodology to break
the complexity of the different targeted tasks is to proceed with a bottom-up approach.
This is done in the presented work through the developments of multi-controller architec-
tures. The potentialities of HybridCD systems [Branicky, 1998] [Zefran and Burdick, 1998]
[Liberzon, 2003] are taken as a formal framework to demonstrate the overall stability and
smoothness of such architectures (cf. section I.4.2, page 24).

Before giving more details about the smoothness and the stability of the overall proposed
multi-controller architectures (cf. section III.3), let us give in the following section some
details about the stable controllers constituting these architectures.

III.2/ ELEMENTARY STABLE CONTROLLERS FOR TARGETS REACH-
ING/TRACKING

In the different investigated works, two main robotics structures have been used (unicycle
and tricycle). These two structures are among the most common for mobile robotics
applications. It is natural therefore to define dedicated stable control laws for these two
structures. It is to be noted that stability, in the sense of Lyapunov [Khalil, 2002] (cf. Annex
B, page 177), has been used to synthesize the different proposed control laws.

After reviewing the effective model corresponding to each structure, the proposed control
laws will be summarized [Adouane, 2009a] [Benzerrouk et al., 2014] [Vilca et al., 2015a].

III.2.1/ DEDICATED CONTROLLERS TO UNICYCLE MOBILE ROBOTS

The generic kinematics model of a unicycle, controlled according to a point “Pt”, not
specifically positioned between the robot wheels (cf. Figure III.1), is given by:

ξ̇ =


ẋ

ẏ

θ̇

 =

 cos θ −l2 cos θ − l1 sin θ
sin θ −l2 sin θ + l1 cos θ

0 1


 v

w

 (III.1)

where:
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Figure III.1: Generic kinematic model of a unicycle according to a global Cartesian refer-
ence frame XGYG.

• x, y, θ: configuration state of the unicycle at the point “Pt” of abscissa and ordinate
(l1, l2) according to the mobile reference frame XmYm.

• v and w correspond respectively to the linear and angular velocities of the robot at
the point “Pt.”

Two main control laws are used for unicycle structure to reach/track targets in the environ-
ment. These control laws will be used in next sections and chapters to show the different
proprieties of the proposed control architectures.

III.2.1.1/ SIMPLE CONTROL LAW FOR STATIC TARGET REACHING

The presented control law will be used exclusively in section III.3.1 to emphasize the be-
havior of one of the proposed hybridCD control architectures. This control law (cf. equation
III.3) permits us to guide the robot toward a final static target T ≡ (xT , yT , θT = 0, vT = 0)
while controlling the robot position at the point Pt = (l1, 0) (cf. Figure III.1). If this tar-
get corresponds to a final target as given in Figure II.2 (page 31), therfore (xT , yT ) =
(x f , y f ) and knowing that the target is considered circular with RT radius, l1 must be ≤ RT

to guarantee that the robot center reaches the final target with asymptotic convergence
[Adouane, 2009a]. The robot’s kinematics configurations are given by:

(
ẋ
ẏ

)
=

(
cos θ −l1 sin θ
sin θ l1 cos θ

)  v

w

 = M
 v

w

 (III.2)

with M invertible matrix.

The errors of position are given by: ex = x − xT and ey = y − yT . Knowing that the target
is invariable according to the global reference frame, thus: ėx = ẋ and ėy = ẏ. Classical
techniques of linear system stabilization can be used to asymptotically stabilize the error
to zero [Laumond, 2001]. A simple proportional controller is used given by:

(
v
w

)
= −KM−1e = −K

 cos θ sin θ
− sin θ/l1

cos θ/l1

  ex

ey

 (III.3)

with K > 0 and l1 , 0.
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To demonstrate the stability of the control law given by equation III.3, it is enough to define
the following Lyapunov function V, such as:

V = 1
2 d2 (III.4)

with d =

√
e2

x + e2
y (distance robot-target). Thus, to guarantee the asymptotic stability of

this control law, V̇ must be strictly negative definite, so, dḋ < 0, which is easily proven as
long as d , 0.

III.2.1.2/ GENERIC CONTROL LAW FOR STATIC/DYNAMIC TARGET REACHING/TRACKING

This second control law [Benzerrouk et al., 2014] dedicated to unicycles, is much more
generic and will be used for several developments throughout this manuscript. The robot
is controlled according to its center, i.e., (l1, l2) = (0, 0) (cf. Figure III.2(a)) and allows to
the robot (x, y, θ) to track and reach, in a stable way, the target T ≡ (xT , yT , θT ) (cf. Figure
III.2(a)). It is considered for this control law that the target has a linear velocity vT and a
kinematic model given by:  ẋT = vT .cos(θT )

ẏT = vT .sin(θT ).
(III.5)

The control law permitting us to track/reach, with asymptotic stability, the target is given
by:

v = vmax − (vmax − vT )e−(d2/σ2) (III.6a)
w = wS + keθ (III.6b)

where:

• vmax is the robot maximum linear velocity. Naturally, vT has to be such that vT ≤ vmax.

• d =
√

(x − xT )2 + (y − yT )2 is the Euclidean distance between the robot center and
the target to reach (cf. Figure III.2(a)).

• eθ is the orientation error such that eθ = θTS etpoint − θ. With θTS etpoint is given by
[Benzerrouk et al., 2014]:

θTS etpoint = arcsin( vT
v sin(θT − θRT )) + θRT . (III.7)

• wS = θ̇TS etpoint and σ, k are positive constants permitting us to modulate the velocity
of the robot’s convergence toward the target T [Benzerrouk, 2010]. Figure III.2(b)
shows the influence of σ according to the robot’s linear velocity.

This control law (cf. equations III.6 (a) and (b)) allows to continually decrease, with
asymptotic stability, the distance d and the angular error eθ to zero in finite time
[Benzerrouk et al., 2014]. The interesting aspect in this control law corresponds to the
fact that it includes within it, specific angular set-points formulation (cf. equation III.7) to
insure the asymptotic stability of the robot (x, y, θ) toward its assigned target (xT , yT , θT , vT ).
This control law gives thus a good balance between what should be defined as set-points
and the control law formulation (cf. section I.3.4, page 20).
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Figure III.2: (a) Unicycle and target configuration in global and local reference frames.
Control variables according to Lyapunov synthesis are also shown. (b) Evolution of the
robot’s linear velocity v according to the distance d and to the value of σ.

III.2.2/ DEDICATED CONTROLLER TO TRICYCLE MOBILE ROBOTS

Since the following proposed control law [Vilca et al., 2015a] is dedicated to a tricycle
robot model [Luca et al., 1998], let us review below its well-known kinematics model (cf.
equation III.8). It is important to notice that the tricycle model given in equation III.8 is
used notably to model VIPALAB vehicles (cf. Annex A, page 171). Indeed, knowing
that this experimental platform is devoted to urban transportation, this vehicle moves on
asphalt with a low velocity (less than 3 m/s). Therefore, it appears quite natural to rely on
a kinematic model, and to assume pure rolling and non-slipping at wheel–ground contact.


ẋ = v cos(θ)
ẏ = v sin(θ)
θ̇ = v tan(γ)/lb

(III.8)

where (x, y, θ) is the posture (configuration state) of the robot at the point Om (origin of the
local reference frame XmYm linked to the robot (cf. Figure III.3)), γ (the steering angle)
corresponds to the orientation of the equivalent front wheel (cf. Figure III.3), v is the linear
velocity of the robot at Om and lb is the robot’s wheelbase. According to Figure III.3, wb

corresponds to the track width of the robot and Icc the instantaneous center of curvature
of the robot trajectory. The radius of curvature rc is given by:

rc = lb/ tan(γ) (III.9)

and cc = 1/rc is the curvature of the robot trajectory. The minimal robot’s curvature is
defined by rcmin = lb/ tan(γmax), where γmax is the maximal robot’s steering angle.

The proposed control law [Vilca et al., 2015a] aims to drive the robot toward specific tar-
gets (static or dynamic) in the environment. In order to have a self-contained section, let
us give the main elements of synthesis, using a Lyapunov formulation, for this control law.
At each sample time, the tracked target is defined by a posture (xT , yT , θT ) and a velocity
vT . For genericity, the target is considered as a point with non-holonomic constraints (cf.
Figure III.3)), and its kinematic characteristics are given by:

ẋT = vT cos(θT )
ẏT = vT sin(θT )
θ̇T = ωT .

(III.10)
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Figure III.3: Tricycle and target configuration in global and local reference frames. Control
variables according to Lyapunov synthesis are also shown.

where vT and ωT are respectively the linear and angular velocities of the target. Its radius
of curvature is computed by rcT = vT/ωT .

Before presenting the control law, let us introduce the control variables of the system (cf.
Figure III.3). The errors

(
ex, ey, eθ

)
between the desired vehicle’s pose (xT , yT , θT ) and its

current pose (x, y, θ) are given in the local reference frame XmYm by:
ex = cos(θ)(xT − x) + sin(θ)(yT − y)
ey = − sin(θ)(xT − x) + cos(θ)(yT − y)
eθ = θT − θ

(III.11)

A new error function eRT is added to the canonical error system (III.11) (cf. Fig. III.3).
Let us first define the distance d and the angle θRT between the target and the vehicle’s
positions as:

d =

√
(xT − x)2 + (yT − y)2 (III.12){

θRT = arctan ((yT − y)/(xT − x)) if d ≥ ξ
θRT = θT if d < ξ (III.13)

where ξ is a small positive value (ξ ≈ 0).

The error eRT is related to the vehicle position (x, y) with respect to the target orientation
(cf. Fig. III.3). It is defined as:

eRT = θT − θRT . (III.14)

The adopted Lyapunov function V is given by equation (III.15) (cf. Figure III.3):

V =
1
2

Kdd2 +
1
2

Kld2
l + Ko[1 − cos(eθ)]

=
1
2

Kdd2 +
1
2

Kld2 sin2(eRT ) + Ko[1 − cos(eθ)]. (III.15)

The Lyapunov function (III.15) is therefore a function of three parameters which depend
on the distance d between the target and the robot position; the distance dl from the robot
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to the target line (line that passes through the target position with an orientation equal
to the target orientation), this term is related to the Line of Sight and Flight of the target
[Siouris, 2004]; and the orientation error eθ between the robot and the target.

The desired linear velocity v and the front wheel orientation γ which permit us to asymp-
totically stabilize the error vector (ex, ey, eθ, (v − vT )) toward zero (allowing us therefore to
have V̇ < 0) are given by:

v = vT cos(eθ) + vb (III.16)
γ = arctan(lbcc) (III.17)

where vb and cc given by:

vb =Kx [Kdex + Kld sin(eRT ) sin(eθ) + Ko sin(eθ)cc] (III.18)

with:

cc =
1

rcT cos(eθ)
+

d2Kl sin(eRT ) cos(eRT )
rcT Ko sin(eθ) cos(eθ)

+ Kθ tan(eθ)

+
Kdey − Kld sin(eRT ) cos(eθ)

Ko cos(eθ)
+

KRT sin2(eRT )
sin(eθ) cos(eθ)

(III.19)

and the initial values of eRT and eθ must satisfy the following initial conditions
[Vilca et al., 2015a]:

eRT ∈ ] − π/2, π/2[ and eθ ∈ ] − π/2, π/2[. (III.20)

K = (Kd,Kl,Ko,Kx,Kθ,KRT ) is a vector of positive constants defined by the designer. Ac-
curate analysis of this stable and efficient control law is given in [Vilca et al., 2015a].

As it is shown in section II.4 (page 39), different robots’ sub-tasks could be described
in a uniform way where the robot has to reach/follow/track specific target set-points
(xT , yT , θT , vT ). The presented control law will be used intensively through all this
manuscript when the simulations or the experiments deal with vehicle control (it is
notably used in chapters IV, V and VI).

It is important to mention that knowing the non-holonomy of the used robots (unicycle
or tricycle) and their structural constraints (maximum linear and angular velocities), it is
important to constrain the target dynamic to be always reachable by the robot’s actual
actuators. This important issue will be accurately addressed in chapter VI, where the
proposed generic control laws are applied to control the formation of a group of robots
(either unicycles (cf. section VI.3.3, page 138) or tricycles (cf. section VI.3.4, page 148)).

III.3/ PROPOSED HYBRIDCD CONTROL ARCHITECTURES

Once the stability of each elementary controller is proved (cf. section III.2), let us put
them in specific multi-controller architectures to perform complex tasks. The objective of
the following proposed HybridCD (Continuous / Discrete) control architectures is to ensure
in addition the stability and the smoothness of the overall control (cf. section I.4.2, page
24). This can be done mainly if the coordination between the elementary controllers is
mastered.
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As given in section I.4.1 (page 23) there exist two major principles of controller coordina-
tion: action selection and fusion of actions. Even if fusion of actions process gives very
interesting robot behaviors, as it has been shown in [Adouane and Le-Fort-Piat, 2006]
(using a kind of schema motor principle); in [Dafflon et al., 2015] (using Multi-Agent Sys-
tem) or in [Ider, 2009] [Boufera et al., 2014] (using Fuzzy Logic principles), nevertheless
the stability of the overall control architecture remains very complex, even impossible
to demonstrate. However, control architectures based on the action selection process
are relatively much easier to demonstrate even when switches between behaviors occur
[Branicky, 1998] [Zefran and Burdick, 1998] [Liberzon, 2003]. However, the challenge is,
in addition to the overall stability, to guarantee control smoothness. In fact, during mainly
the phase of switching between controllers, the robot’s set-points or the control could be
subject to jerking/discontinuities/oscillations (cf. section I.4.2, page 24), the objective of
the proposed HybridCD control architectures is therefore to avoid (or at least minimize)
these drawbacks to obtain finally reliable and smooth robot navigation [Adouane, 2009a],
[Benzerrouk et al., 2009], [Benzerrouk et al., 2010a] [Adouane, 2013].

The features of the presented HybridCD control architectures will be emphasized while
performing on-line robot navigation in unknown and cluttered environments. The robot
must thus discover its environment and act reactively to unexpected events (e.g., obsta-
cle to avoid) while guaranteeing to reach its final target. In what follows, the focus will be
on two proposed hybrid multi-controller architectures corresponding to the extension of
the architectures given in section II.5.1 (page 41). The objective is to add to these basic
architectures, flexible and adaptive mechanisms of control (based on Adaptive Function
(AF) (cf. section III.3.1) or on Adaptive Gain (AG) (cf. section III.3.2)) to guarantee at
the same time, the overall control stability and the smoothness of the switch between
controllers. Several simulations in cluttered environments permit us to confirm the relia-
bility of the overall presented HybridCD architectures to obtain reliable and smooth robot
navigation.

III.3.1/ HYBRIDCD CA BASED ON ADAPTIVE FUNCTION

The first mechanism of control [Adouane, 2009a], based on “Adaptive Function” (AF), per-
mits us to manage the interaction between several controllers in a stable and smooth way.
At the beginning, its global principles/concepts are presented (cf. subsection III.3.1.1)
before we apply it on an effective multi-controller architectures (cf. subsection III.3.1.2).
Furthermore, a specific “safety mode” is developed in subsection III.3.1.2.3 to enhance
the robot’s safety. Several simulations in cluttered environments are given in subsection
III.3.1.3.

III.3.1.1/ GLOBAL STRUCTURE FOR AF

The blocks composing this first generic hybrid control architecture (cf. Figure III.4) are
detailed below before being applied to reactive robot navigation (cf. section III.3.1.2).

Control law blocks Every controller is characterized by a specific control law Fi, corre-
sponding to a stable nominal law which is represented by the function:

Fi(S i, t) = ηi(S i, t) (III.21)
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Figure III.4: Generic HybridCD control architecture based on structure 1 (cf. Figure II.7(a),
page 41) and adaptive function.

where S i is the set-point sent to the controller “i.” Otherwise, in order to avoid the impor-
tant controls jumps at the time, for instance, of the switch between controllers (e.g., from
the controller “ j” to the controller “i” at the instant t0), an adaptation of the nominal law is
proposed, Fi becomes thus:

Fi(S i, t) = ηi(S i, t) + Gi(S i, t) (III.22)

with Gi(S i, t), the adaptive function (cf. equation III.23), is a strict monotonous function
that tends to zero after a certain amount of time “T = Hi(Pi, S i).” The value of this time T
depends on the criticality of the controlleri to join as fast as possible the nominal control
law ηi(S i, t). It is therefore an important part of the controller’s “safety mode” (cf. subsec-
tion III.3.1.2.3 for a specific example for obstacle avoidance controller).

Gi(S i, t0) = F j(S j, t0 − ∆t) − ηi(S i, t0) (III.23)

where ∆t represents the sampling time between two control set-points and t0 the time of
abrupt change in a multi-controller’s set-points.

The definition of Gi(S i, t) allows us to guarantee that the control law (cf. equation III.22)
tends toward the nominal control law after a certain time T , thus:

Gi(S i, t −→ T ) = ε (III.24)

where ε is a small constant value ≈ 0. The adaptive function Gi(S i, t) is updated every
time a hard switch to the “i” controller occurs (cf. Figure III.4).

The main challenge introduced by this kind of control is to guarantee the stability of the
updated control law (cf. equation III.22) even during the period where |Gi(S i, t)| � ε.

Adaptive function block This block has as input the “conditional block” (cf. Figure III.4)
that verifies if a specific control switch event occurs. If it occurs, then it must update the
“adaptive function” corresponding to the future active controller (cf. equation III.23). The
different configurations needing the activation of the adaptive function block are given
when at least one of the following events occurs:

61



CHAPTER III. HYBRIDCD (CONTINUOUS/DISCRETE) MULTI-CONTROLLER ARCHITECTURES

1. The “hierarchical action selection” block chooses to switch from one controller to
another (cf. section II.5.3 (page 44) for an example of such block for reactive navi-
gation). In this case, the active controller at the current time “t” is different from the
one activated at the “t-∆t” time.

2. An abrupt transition in the set-points S i of the controlleri is encountered. This case
can happen even if the same controller is still active. For instance, it is enough
that the “obstacle avoidance” controller chooses to avoid another obstacle (cf. Al-
gorithm 2, page 45) or to switch from “attractive phase” to the “repulsive phase” (cf.
Algorithm 3, page 47).

III.3.1.2/ APPLICATION FOR REACTIVE NAVIGATION

The generic control architectures based on adaptive function (AF) (cf. Figure III.4) is ap-
plied in what follows for reactive navigation of a unicycle robot. This AF is applied on
structure 1 (cf. Figure III.5) [Adouane, 2009a] (each controller has its own control law),
but could also be easily applied for structure 2 (common control law between controllers)
[Adouane, 2013]. The details of the used controllers (set-points definition and the used
control laws) are given below. The nominal control laws composing the architecture have
been synthesized using the Lyapunov theorem, as given in section III.2, and the modifi-
cation of these control laws according to adaptive function mechanism are given in what
follows.

III.3.1.2.1/ Attraction to the target controller with AF As defined in section II.5.4.2
(page 49), this controller has to attract the robot toward its final target T f = (x f , y f ). It
is obtained while using the nominal control law given in section III.2.1.1; the homoge-
neous set-points inherent to this controller have to be defined simply with Tset−point =

(xT , yT , θT , vT ) = (x f , y f , 0, 0).

The following show how to guarantee the right transition between controllers as described
in section III.3.1.1, and the modification of the nominal control law (cf. equation III.3) while
adding the term GA(t) = (GA_v,GA_w)T (cf. equation III.22) will be highlighted. The control
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law becomes thus: (
v
w

)
= −K

 cos θ sin θ
− sin θ/l1

cos θ/l1

  ex

ey

 +

GA_v(t)

GA_w(t)

 (III.25)

while considering the same Lyapunov function as given in equation III.4. Therefore, V1 =

1
2 d2, with d =

√
e2

x + e2
y (distance robot-final target). The proposed new adaptive control

law is asymptotically stable if V̇1 < 0. After some development it is deduced that to ensure
this stability [Adouane, 2009a], K must be:

K >
−(GA_v(t)ex + GA_w(t)ey)

e2
x + e2

y
. (III.26)

As mentioned before, GA_v(t) and GA_w(t) functions must be chosen with respect to the
constraints given in section III.3.1.1. In fact, the absolute value of these functions must
be monotonically decreasing according to the time “t,” and they will be equal to zero
after a certain time “T .” Therefore, in order to always have bounded K, we must have
−(GA_v(t)ex + GA_w(t)ey) ≤ e2

x + e2
y . Thus, to guarantee this assertion, it is sufficient to

impose that GA_v(t) decreases faster to zero than ex and also that GA_w(t) decreases
faster to zero than ey.

III.3.1.2.2/ Reactive Obstacle avoidance controller with AF As defined in section
II.5.4.1 (page 45), this controller has to reactively avoid any obstacle hindering the robot’s
movement toward its final target. The set-points necessary to this controller are defined
in Algorithm 3, page 47). As a reminder, the used set-points correspond to Tset−point =

(xT , yT , θT , vT ) = (x, y, arctan( ẏs
ẋs

), vconst), where (x, y) correspond to the robot position; ẋs and
ẏs are given by the differential equations describing the local planned PELC (cf. section
II.3.1, page 34); vconst corresponds to a constant linear velocity set-point. According to
these set-point definitions, the used control is simplified therefore to an orientation control.
Therefore, in terms of stable nominal control law, the one given in equation III.6b will be
used. The following shows how to guarantee the right transition between controllers as
described in subsection III.3.1.1, the modification of the nominal control law while adding
the term GO(t) (cf. equation III.27), it becomes thus:

w = wS + keθ + GO(t) (III.27)

where GO(t) the adaptive function. ėθ = w − wS is given then by:

ėθ = −keθ −GO(t) (III.28)

while considering the same used Lyapunov function (V2 = 1
2 e2

θ) to demonstrate the stability
of the nominal control law (cf. section III.2.1.2). The proposed new adaptive control law
is asymptotically stable if V̇2 < 0. V̇2 is equal to eθėθ = −ke2

θ −GO(t)eθ. To guarantee the
asymptotic stability of this new structure, k must verify:

k > −
GO(t)

eθ
(III.29)

where the GO(t) function is chosen with respect to the constraints given in section III.3.1.1
and to the fact that it must decrease faster to zero than eθ.
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III.3.1.2.3/ Obstacle avoidance safety mode The adaptive function GO(t) applied to
the obstacle avoidance controller permits us to obtain smooth robot control while main-
taining the stability of the overall applied control law (cf. equation III.27). However, during
the time “T ” (cf. section III.3.1.1), the obstacle avoidance controller is far from its nominal
law (given when | GO(t) |� ε) and the robot can collide with obstacles. Thus, to ensure
the smoothness of the control without neglecting the robot’s safety, GO will be parame-
terized according to the robot-obstacle distance “d = DROi” (cf. Figure II.2, page 31), GO

becomes:
GO(t, d) = AeBt (III.30)

where:

• A value of the control difference between the control at the instants “t − ∆t” and “t”
(cf. equation III.23),

• B = log
(
ε/|A|

)
/T (d) with:

– ε very small constant value ≈ 0 (cf. equation III.24),

–


T (d) = Tmax if d > Kp

T (d) = c.d + e if Kp ≥ d ≥ Kp − p.Margin
T (d) = ε if d < Kp − p.Margin

* ◦: Kp corresponds to the safe distance to the Surrounded Ellipse (cf.
section II.3 and Figure II.2 (page 31)) with Kp = RR + Margin,

* ◦: p positive constant < 1 which allows us to adapt the maximum distance
“d = dMax” where the adaptive function must tend toward zero. As p be-
comes smaller, more priority is given to the safety behavior instead to the
smoothness of the switch between controllers,

* ◦: c = Tmax/p.Margin

* ◦: e = Tmax(1 − Kp/p.Margin)

Therefore, T (d) goes from Tmax to 0 while following a linear decrease. If the robot is
at a distance bigger than Kp, then T = Tmax and decreases linearly to become 0 when
d < Kp − p.Margin. This function permits thus, when d < Kp − p.Margin, to remove
completely the effect of the adaptive control function and ensures the priority of the safety
of the robot’s navigation.

III.3.1.3/ SIMULATION RESULTS

In this section, several simulations on different robot configurations and cluttered environ-
ments will permit us to confirm the reliability and the efficiency of the proposed control
architectures based on adaptive functions. Figure III.6(a) shows an example of obtained
smooth robot trajectory when the proposed control architecture (cf. Figure III.5) is used. It
shows also clockwise and counter-clockwise obstacle avoidance using on-line set-point-
based circular limit-cycles. Figure III.7 shows respectively the evolution of v and w robot
velocities when the adaptive functions are not used. These controls are much more
abrupt than those obtained when the adaptive functions are used (cf. Figure III.8).

Furthermore, to evaluate the actual robot’s trajectory enhancement in terms of smooth-
ness [Fleury et al., 1993], [Gulati, 2011], the criteria given by equations III.31 and III.32
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Figure III.6: Smooth robot trajectories using the proposed control architecture based
on adaptive function (a) and structure 1 [Adouane, 2009a] (b) and structure 2
[Adouane, 2013].
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are used:

Iv =

TT∫
0

|v̇|dt (III.31)

and

Iw =

TT∫
0

|ẇ|dt (III.32)

where v̇ and ẇ correspond respectively to linear and angular robot acceleration, and TT is
the necessary time, for the robot, to reach the target. According to these two indicators,
it was observed a significant gain in the smoothness of v and w equal to 6% and 50%
respectively. Moreover, to better highlight the smoothness enhancement, a statistical sur-
vey was made in [Adouane, 2013] while doing a large number of simulations in different
cluttered environments where for each one, a navigation with and without adaptive func-
tion is performed. We did specifically 1000 simulations with each of them, 10 obstacles
with different random positions in the environment (cf. Figure III.6(b) for an example of
obtained trajectory with AF). A significant gain was observed in the smoothness of v and
w controls that are equal respectively to 30% and 35%. Note that these last results were
given using structure 2 control architecture (cf. Figure III.14), where both controllers have
the same control law [Adouane, 2013].

The simulation depicted in Figure III.9 permits us to demonstrate the relevance of the
proposed safety mode (cf. section III.3.1.2.3), especially when the robot navigates very
close to obstacles. It shows the case where the obstacle avoidance controller applies or
does not apply the safety mode. When it is not applied, the robot hit the obstacle (cf.
Figure III.9(a)).

Figure III.10 gives the evolution of the adaptive function when the safety mode is applied
(cf. Figure III.10(b)) or not (cf. Figure III.10(a)). It is observed in Figure III.10(b) that
the maximal time Tmax to achieve the interpolation decreases every time that the robot
moves dangerously closer to the obstacle. Figure III.11 shows that the overall proposed
structure of control is stable, and that the Lyapunov function of each controller Vi|i=1..2
always decreases asymptotically to the equilibrium point even when the adaptive safety
mode is applied.
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Figure III.9: Robot trajectories without and with “safety mode.”
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Figure III.10: Adaptive function evolution.

0 5 10 15 20 25 30 35 40 45
0

50

100

150

200

250

300

350

400

450
Lyapunov function evolution for the two controllers

Time [s]

Obstacle avoidance (V2) 

Attraction to the objective (V1) 

Attractive phase  
 

Repulsive phase  
 

Figure III.11: V1 and V2 Lyapunov functions evolution when the safety mode is used.

III.3.2/ HYBRIDCD CA BASED ON ADAPTIVE GAIN

The second presented mechanism of control, based on “adaptive gain” (AG)
[Benzerrouk et al., 2010a] [Benzerrouk et al., 2010c], permits also to manage the inter-
action between several controllers in a stable and smooth way. At the beginning, its
global principles/concepts are presented (cf. subsection III.3.2.1) before to apply it on
an effective multi-controller architectures (cf. subsection III.3.2.2). Several simulations in
cluttered environments are given in subsection III.3.2.3.
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III.3.2.1/ GLOBAL STRUCTURE FOR AG

As highlighted in section I.4.2 (page 24), even if each controller is individually stable, it is
important to constrain the switch between them to avoid instability of the overall system
[Liberzon, 2003]. It is proposed in what follows to use the Multi-Lyapunov Function (MLF)
[Branicky, 1998] as a theoretic background to demonstrate the stability of the proposed
multi-controller architectures. Let us give first the definition of the Multiple Lyapunov func-
tion theorem.

Theorem 1. Multiple Lyapunov Functions (MLF)
Given N dynamical subsystems σ1, σ2, ...σN (where each of them has an equilibrium point
at the origin), and N candidate Lyapunov functions, Vσ1 ,Vσ2 , ...,VσN . For each subsystem
σi, let t1, t2, ..., tm, ..., tk be the switching moments to this subsystem (only one subsystem
is active at a time).
If always (Vσi decreases when σi is active) and (Vσi(tm) < Vσi(tm−1))
Then the overall hybrid system is Lyapunov asymptotic stable.

This theorem is illustrated in Figure III.12 for the elementary sub-system σi. When σi is
active (phases I and III), its Lyapunov function decreases. When the control switches to
another subsystem (phases II and IV), Vσi may increase. However, to ensure the global
stability according to MLF theorem, this subsystem (as for all other subsystems) must
be reactivated only if its Lyapunov function takes a smaller value than the last time the
system switches in. In the example depicted in Figure III.12, this corresponds to having
Vσi(tk) < Vσi(tk−1).

According to this theorem, it appears that Vσi could increase when it is not active but the
condition which must be verified for all the sub-systems allows us to ensure the over-
all stability of the hybrid system. This definition corresponds to a kind of weak stability
[Brogliato et al., 1997] [Liberzon, 2003].

In the basic used multi-controller architectures (cf. section II.5.1, page 41), during the
critical phase of switching between controllers, the different used Lyapunov functions can
increase. This happens inevitably due to the discontinuity of the different controllers set-
points or to the heterogeneity of the used Lyapunov functions (control laws). To demon-
strate the overall stability of the proposed architectures, the MLF theorem has been used
in [Benzerrouk et al., 2008] and [Benzerrouk et al., 2009] to control a mobile robot follow-
ing a trajectory in the presence of obstacles. The basic used multi-controller architec-
ture is composed of two elementary controllers (“trajectory tracking” and “obstacle avoid-

Time 1−kt

Phase I Phase II Phase III Phase IV 
V�i(tk-1) 

kt

V�i

V�i(tk) 

Figure III.12: Variation of the Lyapunov function for the σi subsystem. Solid lines indicate
that σi is active and dashed for inactive.
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ance”), each of them has its own control law. To satisfy the MLF theorem, a third controller
(“go to the goal”) has been added to the initial architecture. Nevertheless, the obtained
control architecture is not suitable for highly cluttered environments since it imposes a
lot of constraints. In fact, due to the unknown nature of the environment, it is not always
possible to let active a controller as long as it is necessary to respect the MLF theorem,
mainly, if the robot safety is not ensured.

The following shows the overall principle to ensure the MLF stability while tak-
ing into account the robot’s integrity. To achieve that, it has been proposed in
[Benzerrouk et al., 2010a] [Benzerrouk et al., 2010c] [Benzerrouk, 2010] to act on the
convergence rate of the used Lyapunov functions. Indeed, the switching from one con-
troller σ j to another σi must happen only if (cf. Figure III.13):

Vσi(ts + τ) < Vσi(tbes) (III.33)

where Vσi(tbes) is the value of Vσi at the time preceding the last switching from σi to another
controller (cf. Figure III.13); ts corresponds to the time of switching; τ corresponds to the
time taken by the Lyapunov function to satisfy equation III.33.

According to the MLF theorem, when a stable controller is active, it must remain at least
for a time τ to ensure the asymptotic stability of the overall hybrid system. It is proposed
in what follows to adapt the used control laws to ensure the satisfaction of equation III.33.
The value of τ must be appropriately chosen in order to take into account the robot’s
structural constraints and the navigation safety.

 

Vσi(t) 

Time 

Vσi (t) (σi active) 
Vσj (t) (σj active) 
 

Vσi(tbes) 

tbes ts 

Vσi(ts) 

τ 

Figure III.13: Values of Vσi(tbes) and Vσi(ts) corresponding to the system σi.

III.3.2.2/ APPLICATION FOR DYNAMIC TARGET TRACKING IN A CLUTTERED ENVIRON-
MENT

In what follows it is proposed to use the Multi-Lyapunov Functions (cf. Theorem 1) and the
constraints on τ (given according to equation III.33) in order to ensure the overall stability
of the proposed multi-controller architecture (cf. Figure III.14). This architecture uses a
single control law for both controllers (“attraction to the target” and “obstacle avoidance”)
to achieve their respective sub-tasks. The used stable control law is given by equations
(III.6a) and (III.6b).

The set-point definition T = (xT , yT , θT , vT ) for each of these controllers is summarized as
follows:

69



CHAPTER III. HYBRIDCD (CONTINUOUS/DISCRETE) MULTI-CONTROLLER ARCHITECTURES

 

 

Obstacle avoidance 
Set-point  

 Si 
 

Hierarchical 
action  

selection 

Yes 

No 

Adapt the  
control command 

If switch event 
occurs 

 

S1 

S2 

Robot 

Attraction to the 
target Set-point 

P1 

P2 

Control law 
 Se

ns
or

s  
in

fo
rm

at
io

n 

C 

Adaptive  
Gain / 

Function 

Figure III.14: Dedicated HybridCD CA based on structure 2 (cf. section II.5.1, page 41)
and adaptive gain for reactive navigation.

• For “Attraction to the target” TAT = (xT , yT , θTAT = arctan( yT−y
xT−x ), 0), where (x, y, θ) cor-

respond to the robot’s pose and (xT , yT ) the current target position,

• For ‘Obstacle avoidance” TOA = (x, y, θTOA = arctan( ẏs
ẋs

), vconst), where (ẋs, ẏs) corre-
spond to the generated PELC for reactive obstacle avoidance (cf. Algorithm 3,
page 47).

The following analysis will be made on the robot’s angular velocity (cf. equation III.6b).
The angular error eθ is given by eθ = θT − θ where θT = θTAT or = θTOA according to the
active controller. Therefore, at each controller switch a set-point discontinuity occurs, but
this discontinuity can occur for different other events such as an abrupt change in the
dynamic of the target to each.

The angular control has been proved stable (cf. section III.2.1.2) while using the Lyapunov
function:

V =
1
2

e2
θ . (III.34)

It is simple to prove the stability of the used control law, since the error eθ have the
following dynamic:

eθ(t) = eθ(ts)e−k(t−ts) (III.35)

with eθ(ts) the value of angular error at the commutation time ts (corresponding to the initial
time to the new active controller).

The Lyapunov function evolution will be then:

V(t) = (e2
θ(ts)/2)e−2k(t−ts) (III.36a)

V(t) = V(ts)e−2k(t−ts). (III.36b)

From equation III.36b, it is possible to compute V(ts + τ):

V(ts + τ) = V(ts)e−2kτ. (III.37)

To find the minimal time τ, during which the controller must stay active before the next
switch, and permitting us to guarantee the asymptotic stability of the hybrid system, τ is
computed as [Benzerrouk et al., 2010c]:

70



III.3. PROPOSED HYBRIDCD CONTROL ARCHITECTURES

τ >
ln(V(tbes)/V(ts))

−2k
. (III.38)

It is observed clearly that the time τ depends on the gain k of the control law. Indeed, this
one is related to the velocity of angular error convergence, and therefore to the Lyapunov
function (cf. equation III.36).

However, the gain k must always comply with the structural limitations of the robot (mainly,
according to its maximal angular velocity wmax). After some developments given in
[Benzerrouk, 2010, chapter 3], authorized kmax is obtained:

kmax =
λπ

|eθ(ts)|
(III.39)

where λ corresponds to a positive real value determined while taking into account the
robot’s maximal angular acceleration ẇmax.

Thus, according to this maximal value kmax, it is possible to minimize the time τ in order
to reduce any latency of the effective activation of the next controllers. The minimum
possible value is:

τmin >
ln(V(tbes)/V(ts))
−2kmax

(III.40)

provided that V(tbes) , 0.

Once the time τmin elapses, if there is no switching, k gain should recover its initial suitable
value kini in a smooth way. Knowing that eθ always decreases exponentially, it is proposed
that k follows this dynamic:

k = kini − (kini − kmax) tanh2(eθ). (III.41)

Obviously, when the activation of a critical controller is mandatory (an obstacle avoid-
ance, for instance), even if the time τmin is not elapsed, this controller must be activated
instantaneously while having k = kmax (therefore, with the maximal convergence rate of
the Lyapunov function).

III.3.2.3/ SIMULATION RESULTS

To highlight the efficiency of the proposed mechanism of control, based on adaptive gain
(AG) to ensure the overall control stability, some simulations are shown below. The multi-
controller architecture depicted in Figure III.14 is used to perform a dynamic target track-
ing in a cluttered environment.

Figures III.15(a) and III.15(b) emphasize the aspect that even if the robot succeeds in
reaching the dynamic target, the constant imposed value of k = kini does not permit us
to increase the reactivity of the robot to avoid more safely the obstacles’ configuration.
According to MLF theorem, the system is nevertheless asymptotically stable.

While taking the same initial navigation conditions, Figures III.15(c) and III.15(d) show
the case where the gain k is variable defined initially according to equation III.40. It is
observed in this simulation that the first convergence time τ′1 of V (cf. Figure III.15(d)) is
smaller than τ1 when the gain is constant (cf. Figure III.15(b)). The obstacle is therefore
avoided more safely while respecting the MLF theorem. It is observed also in this last

71



CHAPTER III. HYBRIDCD (CONTINUOUS/DISCRETE) MULTI-CONTROLLER ARCHITECTURES

0 5 10 15

12

14

16

18

20

22

24

26

28

30

32

1

2

X [m]

Y
 [

m
]

 

Circle of Influence  

Obstacles 

Robot 

trajectory 
Dynamic 

Target 

trajectory 

(a) Constant k

0 5 10 15 20 25 30 35 40 45
0

50

 [r
d2 /1

0]

V

0 5 10 15 20 25 30 35 40 45
0

0.5

1 Indicateur

0 5 10 15 20 25 30 35 40 45
0

0.5

1

   
[s

- 1]

gain k

0 5 10 15 20 25 30 35 40 45
-1

0

1

Temps [s/10]

[rd
/s

]
ω

 

τ1 τ2 

ts2   ts3   ts1 
Indicator  

= 1 Obstacle 
avoidance active 

Time
  

(b) Constant k

0 2 4 6 8 10 12 14 16 18

12

14

16

18

20

22

24

26

28

30

32

1

2

X [m]

Y
 [m

]

 

Robot 
trajectory 

Dynamic 
Target 
trajectory 

(c) Dynamic and adaptive k

0 5 10 15 20 25 30 35 40 45
0

5

 [r
d2 ]

V

0 5 10 15 20 25 30 35 40 45
0

0.5

1 Indicateur

0 5 10 15 20 25 30 35 40 45
0

0.5

1

  [
s- 1]

gain k

0 5 10 15 20 25 30 35 40 45
-1

0

1

Temps [s/10]

  [
rd

/s
] ω

 

ts2   ts1 ts3   

τ’1 

Indicator  
= 1 Obstacle 
avoidance active 

Time
  

(d) Dynamic and adaptive k

Figure III.15: Importance of the proposed adaptive gain process. (a) and (c) Robot’s
trajectories while using, respectively, constant gain k or a dynamic adaptive gain. (b) and
(d) Lyapunov function V and the angular velocity ω evolution without and with dynamic
gain, respectively.

simulation that the gain k get back to its initial value kini whenever the effect of switching
is dissipated. Finally, let us note also that the angular robot velocity ω varies more sig-
nificantly than in the case of a constant gain but while remaining unsaturated (maximal
angular acceleration was taken = 1rd/s2) [Benzerrouk, 2010, chapter 3].

III.4/ CONCLUSION

This chapter focused on stability, according mainly to Lyapunov synthesis, for elemen-
tary proposed controllers as well as for the overall HybridRC (Continuous/Discrete) multi-
controller architectures.

First, the main proposed control laws to reach/track a static/dynamic target were pre-
sented. These control laws permit us to control in a stable and flexible way unicycle
robots [Benzerrouk et al., 2014] as well as tricycle robots [Vilca et al., 2015a]. These de-
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velopments are complementary with those of chapter II, where a homogeneous set-points
definition were detailed. In fact, having appropriate set-points definition and generic sta-
ble control laws to stabilize the error to zero allow us to lead at the end to highly reliable
controllers to achieve several sub-tasks. These controllers will be used in the following
chapters to exhibit intelligent mono and multi-robot navigation.

The other part of this chapter has been dedicated to proving the overall stability and
smoothness of the developed multi-controller architectures (even at the critical switch-
ing moments). After giving a short overview about the different proposed techniques to
manage the coordination of several elementary controllers, the potentialities of HybridCD

systems have been taken as a formal framework to demonstrate the overall stability of
such architectures based on “Action selection.” In this kind of controller coordination,
two mechanisms of control, based on adaptive function (cf. section III.3.1) or adaptive
gain (cf. section III.3.2) have been presented and implemented on effective architectures.
These architectures aimed to achieve on-line, smooth and safe robot navigation in clut-
tered environments. Several simulations were shown to highlight the effectiveness of the
different proposals.

Fully autonomous robot navigation must show accurate demonstration of the reliability
of its different components and their interactions (cf. section I.2, page 14). The control
mechanisms given in this chapter contribute, even with small increments, to this important
challenging issue.
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IV
HYBRIDRC (REACTIVE/COGNITIVE)

AND HOMOGENEOUS CONTROL
ARCHITECTURE BASED ON PELC

Summary: This chapter focuses on the aptitude of a control architecture to exhibit reactive
as well as cognitive skills according to the robot’s situation. The main objective of this
kind of HybridRC (Reactive/Cognitive) structure is to enable us to deal on-line and safely
with unpredictable or uncertain situations, and to optimize the overall robot navigation if
the environment is well-known/mastered (e.g., accurate localization, large perception field
with low uncertainty, etc.). Furthermore, since the previous chapters have emphasized
reactive navigation, this chapter will pay more attention to the proposed planning methods,
mainly the one based on PELC for a car-like robot. Afterward, a homogeneous (in term of
set-points and control law) and HybridRC multi-controller architecture will be presented in
detail.
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CHAPTER IV. HYBRIDRC (REACTIVE/COGNITIVE) AND HOMOGENEOUS CONTROL ARCHITECTURE BASED ON PELC

IV.1/ HYBRIDRC CONTROL ARCHITECTURES

After highlighting in section I.3.2 (page 18) what is meant by reactive and cognitive
robot behaviors, let us present in what follows an overview of the architectures show-
ing the two behaviors. More and more control architectures exhibiting HybridRC (Reac-
tive/Cognitive) structure appear in the literature. This enables us to keep only the advan-
tages of the two structures while minimizing their drawbacks [Firby, 1987], [Arkin, 1989a],
[Gat, 1992] [Ranganathan and Koenig, 2003] [Alami et al., 1998] [Ridao et al., 1999]
[Grassi Junior et al., 2006] [Rouff and Hinchey, 2011]. Several hybridRC control architec-
tures have been explored in the literature. An interesting survey of 22 control architec-
tures has been given in [Ridao et al., 1999], highlighting among other things, how de-
velopments for Unmanned Grounded Vehicle (UGV) architectures have been extended
for autonomous underwater vehicles (the addition of the 3D navigation and the speci-
ficity of the sea environment). Usually in the literature, a consensus is adopted for the
structure of hybrid control architectures which is generally structured in three layers: the
highest level is responsible for mission planning and re-planning; the intermediate layer
activates the low-level behaviors and permits passing of parameters to them; while the
lowest layer level (called commonly the reactive layer) contains the physical sensors and
actuator interfaces. The cognitive part (highest level) contains generally a symbolic world
model (based on artificial intelligence concepts), which develops plans and makes de-
cisions on the way to perform the robot’s objectives. The more reactive part (the two
other lower levels) are responsible for reacting to local events without complex reasoning.
Nevertheless, generally the structural conception of these hybrid architectures remain
too complex to manage the different level of hierarchy imposed by this kind of architec-
ture [Gat, 1998] [Arkin, 1989a]. They are also low homogenized to deal with the effec-
tive set-points to send to the robot’s actuators (lowest level). Efforts have been concen-
trated on the conceptual aspects (using for instance the multi-agent paradigm to manage
the multi-layered proposed architectures [Konolige et al., 1997] [Busquets et al., 2003]
[Hsu and Liu, 2007]) and less on the overall control simplicity, genericity and its effective
implementation [El Jalaoui et al., 2005] [Mouad et al., 2012]. Indeed, even if the control
architecture must show a good level of knowledge abstraction and decision, it is important
also to translate these aspects in terms of low-level vehicle control to exhibit clearly its
effects on the vehicle movements, which permit at its turn to attest to the safety and the
overall stability of the control architecture [Adouane, 2013].

As shown in the previous chapters, the robot had to navigate mainly while using reac-
tive characteristics (cf. section I.3.2, page 18). Even if the robot’s features have been
satisfactory to perform reliable navigation, to permit exhibiting much more cognitive char-
acteristics (cf. section I.3.2, page 18) it is important to have appropriate techniques to
define its future tasks/movements while integrating more environmental knowledge. The
aim is obviously to optimize its long-term navigation aspects. The planning phase is
therefore, in the targeted robot tasks, to attest to the optimality of the navigation. This is
the main reason which led us to develop several techniques of planning. Furthermore,
this chapter’s main objective is presenting a proposed Homogeneous and HybridRC (Re-
active/Cognitive) Control Architecture (HHCA) for vehicles navigating in different kinds of
environments. This architecture enables us to manage simply the activation of reactive
or cognitive navigation according to the environment context (uncertain or not, dynamic
or not, etc.). This architecture is based, among other things, on the use of a homoge-
neous set-points definition and on an appropriate control law shared by all the controllers
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(composing the architecture).

This chapter is organized as follows. In section IV.2, a short overview of the different pro-
posed planning techniques is given. A focus will be made in section IV.3 on one proposed
planning method for local and global path optimization based on PELC (cf. section II.3.1,
page 34). Section IV.4 gives the details and the specificities of the proposed HybridRC

control architecture while presenting its different constituting modules. An intensive val-
idation by simulation of its different features will be given in section IV.4.4. This chapter
ends with some conclusions and prospects.

IV.2/ OVERVIEW OF DEVELOPED PLANNING METHODS

As given in section I.5 (page 26), several techniques of navigation exist. The majority of
them are based on short or long-term path planning. In the first case, these techniques
could be easily used for reactive navigations (cf. sections I.3.2 (page 18) and II.4.2 (page
40)). During our different works, several techniques of planning have been investigated
(for both short-term and long-term planning), among the most important let us cite:

• Artificial Potential Field (APF): This well-known technique is among the most dis-
seminated works in the literature due mainly to its simplicity and intuitive use. APF
has been notably used in [Mouad et al., 2012] for planning and re-planning robot tra-
jectories in cluttered and dynamic environments. Furthermore, these APF planning
techniques have been embedded in an overall proposed control architecture, called
MAS2CAR (Multi-Agent System to Control and Coordinate teAmworking Robots, cf.
Annex A), as a decisional tool to manage/organize the activity of a group of robots1

[Mouad et al., 2010] [Mouad et al., 2011a] [Mouad et al., 2011b].

• Clothoid curves: The Clothoid curves2 generation have been investigated to
generate smooth paths for autonomous navigation of vehicles [Gim et al., 2014a]
[Gim et al., 2014b]. Knowing that the analytic formulation of these curves is com-
plex and their resolution for any initial and final vehicle’s pose is not trivial, and has
been investigated in these works to propose systematic iterative methodology for
the generation of such paths. The obtained techniques are used as a local plan-
ner (for dynamic obstacle avoidance for instance [Gim et al., 2014b]) or as a global
planner while connecting several elementary computed Clothoids to obtain the over-
all vehicle path [Gim et al., 2014a]. Several works are underway concerning the use
of these developments on actual vehicles: e.g., for parking tasks (static use) or for
smooth obstacle avoidance (dynamic use).

• Multi-criteria optimization: Two aspects have been addressed:

– For waypoints generation: A navigation technique based on reaching sequen-
tial waypoints has been developed during our works (cf. chapter V). To perform
this kind of navigation, optimal techniques have been proposed to optimize the

1MAS2CAR architecture permitted notably to achieve complex decision-making process, using organiza-
tional process-based on MAS to define which trajectory to take by each robot in the context of multi-robot /
multi-target task.

2These curves permit smooth curvature variation according to the path length (curvilinear abscissa)
[Walton and Meek, 2005]. Its use for vehicle path planning is interesting notably because the vehicle’s steer-
ing angle can be simply defined w.r.t. these curves.

77



CHAPTER IV. HYBRIDRC (REACTIVE/COGNITIVE) AND HOMOGENEOUS CONTROL ARCHITECTURE BASED ON PELC

generation of a set of waypoints (number, poses, etc.). Specifically an Op-
timal Multi-criteria Waypoint Selection based on Expanding Tree (OMWS-ET)
or based on Grid-Map (OMWS-GM) have been proposed (cf. section V.4 (page
109) for more details).

– For path planning-based PELC: The proposed techniques will be detailed in
section IV.3.1 for optimal elementary PELC* and in section IV.3.2 for global
path planning-based PELC (gPELC*).

IV.3/ OPTIMAL PATH GENERATION BASED ON PELC

It is proposed in what follows to obtain a generic way to enhance the use of the already
presented PELC (cf. section II.3, page 34), to perform optimally local obstacle avoidance
as well as global robot navigation in cluttered environments. These optimized compo-
nents (PELC* and gPELC*) will be afterward integrated in a HybridRC multi-controller
architecture and will constitute an homogeneous way to obtain the vehicle’s set-points.

IV.3.1/ LOCAL PATH GENERATION BASED ON PELC*

The optimization of the already defined PELC path comes from notably the need to have
a path which takes into account the robot’s structural constraints (nonholonomy, maximal
angular velocity, etc.). As an example, it is shown in Figure IV.1, the tracks of “PELC
planned path” (the green discontinuous lines), which are not really followed by the robot,
in fact, at each sample time, the robot computes the new control set-points given by an
equation (cf. section II.3, page 35). The showed PELC planned track corresponds to
the limit-cycle path obtained the first time that the robot sees the obstacle to avoid, this
PELC does not take into account the robot’s constraints. In addition, it is aimed through
the optimization of PELC to choose effectively the robot initial pose (notably its initial
orientation) and the obstacles’ parameters (position, orientation, dimension, etc.) to find
PELC∗ permitting to avoid optimally any obstacle.

Thus, while knowing the features of the Surrounded Ellipse (cf. Figure II.2, page 31) (i.e.,
h, k, Ω, A and B) and the desired offset (safe distance Kp (cf. equation II.3, page 35))
to the obstacle, it is shown in what follows how to obtain the optimal value of µ∗ which
enables us to minimize a multi-criteria function. This latter, called J (cf. equation IV.1),
gathers different important sub-criteria linked to the features of the corresponding PELC
path. Indeed, according to the value of µ in the PELC equation (cf. equation II.3, page
35) the shape of the obtained limit-cycle can converge quickly or not to the assigned PEI
(cf. Figure II.5(a), page 37), but what is the optimal value of µ∗ permitting to minimize
the multi-criteria J? It is important to note that J evaluates the obtained PELC path while
taking into account the initial robot configuration and its final reached configuration (which
corresponds in what follows to the PELC configuration when it reaches the axis YOT (for
an obstacle) or YT (for a target) (cf. Figure II.5(a), page 37)).

J = w1JDistanceToPTi + (1 - w1)JPELCLength +w2JPELCCurvature

+w3BoolMaximumCurvature +w4BoolCollision
(IV.1)

where:
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Figure IV.1: Reactive navigation in a cluttered environment using PELC. The green dis-
continuous lines correspond to initial computed PELC, when the current most obstructing
obstacle is seen the first time.

• wi | i = 1..4 ∈ R+ are constants which permit the right balance between the different
sub-criteria characterizing the computed PELC. The criteria J is defined therefore
according to the vector WPELC = {w1,w2,w3,w4}. It is to be noted that the weight
w1 ∈ [0 1] and permits, as given in equation IV.1, balance between the values of
JDistanceToPTi and JPELCLength sub-criteria.

• JDistanceToPTi corresponds to the distance between the final reached position of the
computed PELC and one among the points PTi | i = 1..2 (chosen according to
whether the PELC is obtained for clockwise or counter-clockwise avoidance (cf.
equation II.3, page 35)). For instance, Figure II.5(a) (page 37) shows the value of
JDistanceToPTi=2 for a counter-clockwise PELC with µ = 0.1.

• JPELCLength corresponds to the curvilinear length of the obtained PELC. It is computed
using the following equation.

JPELCLength =

∫ s f

s0

ds (IV.2)

where s0 and s f correspond respectively to initial and final curvilinear abscissa of
the obtained PELC.

• JPELCCurvature characterizes the PELC curvature along its length. It is computed using
the following equation.

JPELCCurvature =

∫ s f

s0

C(s)2 ds (IV.3)

where C(s) is the curvature at the abscissa s, C(s) = 1/ρ(s) with ρ(s) the radius of
curvature at s PELC abscissa.

• BoolMaximumCurvature corresponds to a Boolean value, which is equal to 1 if the max-
imum possible robot curvature is reached (or exceeded). It is to be noted that
the weight w3, linked to this sub-criteria, is a big positive value so that the overall
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criteria J will be highly penalized if the obtained PELC has at least one configura-
tion where the robot must attain its maximum curvature (maximum steering angle)
[Gim et al., 2014a].

• BoolCollision corresponds to a Boolean value, which is equal to 1 if the robot collides
with at least one Surrounded Ellipse in the environment (cf. Figure II.2, page 31).
It is to be noted that the weight w4, linked to this sub-criteria, is a very big positive
value −→ ∞ so that the overall criteria J −→ ∞ if any obstacle is collided.

To obtain µ∗ optimizing the PELC (cf. equation II.3, page 35) according to the criteria J,
this parametric optimization ∂J/∂µ = 0 should be computed. The mathematical formula-
tion of this problem is highly non-linear, and the analytic solution is therefore complex to
get. A numerical optimization is used to obtain µ∗ (while using dichotomy for instance).

An important assumption in the proposed optimization is the fact that the robot, to perform
its navigation, deals sequentially with only one obstacle/target at a time, until reaching its
corresponding axis YOT (or YT ), and switching to the other obstacle/target and so on until
reaching the YT axis of the final target. In each elementary optimization, the obtained
PELC∗ will permit either an obstacle avoidance behavior or an attraction toward a target.
In these two optimizations, the parameters of the obtained PELC∗ are respectively:

• PELC∗((h, k),Ω, (A, B,Kp), µ∗), where h, k,Ω, A and B are the features of the detected
obstacle and Kp the desired safe distance to this obstacle.

• PELC∗((x f , y f ), 0, (ξ, ξ, ξ), µ∗), where (x f , y f ) is the position of the final target to reach
and ξ is a very small value −→ 0.

These two elementary behaviors will be used to deal with different environments (cf.
section IV.4.4) while performing either reactive or cognitive navigation, but first, let us
introduce the proposed methodology to obtain long-term vehicle planning while using a
sequence of appropriate PELC.

IV.3.2/ GLOBAL PATH GENERATION BASED ON GPELC*

This section will focus on the way to obtain optimal global path planning (from the robot
initial configuration to a final desired configuration). In what follows, a multitude of
PELCs are appropriately sequenced in one proposed algorithm to perform optimal global
planning-based PELC (gPELC∗). The proposed planning-based gPELC∗, as the RRT∗

technique [Lavalle, 1998] [Karaman and Frazzoli, 2011], uses a tree of admissible paths
(i.e., without collisions) while using elementary PELC, but contrary to RRT∗, each individ-
ual path (branch) is, in addition to being safe, also the most suitable (in certain cases, the
optimal one (cf. section IV.3.1)) to avoid each obstacle. The obtained overall path-based
gPELC∗ is therefore closer to the effective optimal path leading the robot toward its final
destination. The computation time is also much smaller w.r.t. RRT∗, mainly due to the
reasoning proposed for the tree expansion (cf. Algorithm 4), whereas the tree in RRT∗

is only expanded (randomly) by a constant length, depending on the adopted constant
robot’s velocities and δT = texp (cf. section V.4.1, page 110).

The proposed gPELC∗ has as objective to lead the vehicle from its initial pose P0 =

(x0, y0, θ0, γ0) (cf. the used vehicle model given in section III.2.2 (page 57)) to a final
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assigned pose P f = (x f , y f ,Ξ,Ξ), where (x f , y f ) corresponds to the position of the final
target and the Ξ symbol means here, any real value. Indeed, in this chapter, the values of
the final vehicle’s heading θ f and front wheels angle γ f are not imposed (cf. equation III.8,
page 57). The optimal methodology aims to connect several PELCs to reach P f while
allowing us to guarantee the safety and the smoothness of the obtained global path-based
PELC (called gPELC). The targeted smooth path will enable us to generate smooth set-
points for the control law, allowing thus to avoid the actuators jerking which ensure hence
the passengers’ comfort and preserves the actuators’ lifetime [Gulati, 2011]. Obviously,
the aim of the proposed optimal methodology is to ensure also the continuity of the vehicle
heading θ and the wheels orientation γ (cf. Figure III.3, page 58), even at the connection
point between the PELCs.

To formalize the optimal path planning using a sequential concatenation of PELCs
(gPELC∗), let us use Graph Theory [Harary, 1969] [Bondy and Murty, 2008], through a
shortest path-problem to optimize the several possible gPELCs. In graph theory, the
shortest-path problem corresponds to finding a path between any two vertices (or nodes)
in a graph such that the sum of the weights of its constituent edges is minimized. It is
shown in section IV.3.1 that according to the value of µ the shape of the obtained PELC
changes (cf. Figure II.5(a)) and consequentially the value of J (cf. equation IV.1). The
main idea is therefore to obtain the sequence of elementary PELC (with appropriate val-
ues of µ and direction (clockwise or not, according to the value of r in equation II.3 (page
35)) which permit us to minimize the sum of costs leading the vehicle from P0 to P f .

It is supposed in what follows the presence of N obstacles in the environment, each
one has an identification number id and is surrounded by an appropriate Parallel
Ellipse of Influence (PEIid, cf. Figure II.2 (page 31 )). PEIid is characterized by
[(hid, kid),Ωid, (Aid, Bid,K p id)] (cf. equation II.1 (page 32) and section II.3.1 (page 34)).
id corresponds to the identifier of the obstacle id = {1, ...N} or to id = f if the PEI is
linked to the final target. For easy understanding of the proposed overall optimal planning
given in Algorithm 4, some definitions / conventions will be given below to formalize the
optimization problem, using graph theory, more specifically while using a Tree structure:

• A Tree (T) is a directed rooted Graph in which any two vertices are connected by
exactly one path (without closed loops (cycles)). The tree T is characterized by T
= (V, E), where V and E are respectively the set of all vertices and all the edges of
the obtained T.

• Each vertex v j ∈ V is characterized by a state v j ≡ [(x j, y j, θ j, γ j), Parent(v j)] = [P j, vi]
(where P j corresponds to the vehicle’s set-point when it will reach the vertex v j). The
tree root v0 does not have a parent, v0 ≡ [P0, 0]. The vertex v0 alone corresponds
to level 0 (Level0) of T and is characterized by a set of vertices represented by
S0 = {v0}. Si will correspond therefore to Leveli of the tree and will contain all the
children vertices generated from vertices of Si−1 set. Each vertex v j , v0:

– holds, as given above, the value of its parent vi in T. We can write thus vi =
Parent(v j) and v j = Child(vi), vi and v j are adjacent vertices.

– contains the final state of one PELC j
i (when first reaching the Y axis of the

reference frame m v j). The symbol “m” expresses the fact that the considered
vertex v j is defined w.r.t. the reference frame linked to one obstacle or to the
final target (cf. section II.3.2). In that case, it is written: v j m Rid.
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• Each edge e j
i ∈ E is characterized by a state e j

i ≡ [ PELC j
i , J

j
i ], where PELC j

i ≡

PELC j
i (PEIid, r, µ) corresponds to a Parallel Elliptic Limit-Cycle linking the vertex vi

to v j m Rid. This PELC j
i has as the initial state, the posture defined in vi and as

final state, the posture defined in v j. PELC j
i is characterized also by r and µ which

correspond respectively to the PELC direction and specific shape (cf. section II.3.1
(page 34) and Figure II.5(a) (page 37)) which enable us to reach v j from vi (cf.
equation II.3, page 35). The edge e j

i has a weight J j
i ≡ J j

i (PELC j
i ) corresponding to

the PELC j
i cost given by equation IV.1.

• The number of children (or also growing branches/edges) from each vertex vi is
fixed in the proposed Algorithm 4 through the pre-fixed constant m ∈ Î

+. This
algorithm proposes to generate m PELC in each direction (clockwise and counter-
clockwise, i.e., r will be equal to ±1 respectively in equation II.3 (page 35)). In each
direction, several PELCs are generated for each µ value given in a predefined set
S µ = {µ1, ..., µm}. Each generated PELC will be defined either according to the final
target or to the obstacleid (cf. Algorithm 4). It is to be noted that if m = 1, the idea
is to generate an optimal PELC∗ (cf. section IV.3.1) in clockwise and another in
counter-clockwise direction respectively. In addition, if m > 1, then the chosen fixed
values of µ are those which show the large shape possibilities of the PELC j

i (slow
and quick convergence toward the PEIid (cf. Figure II.5(a), page 37), where v j m
Rid). For example if the slow and quick convergence correspond respectively to µmin

and µmax, then the m values of µ ∈ S µ will be {µmin, µmin + δµ, ..., µmin + (m− 1)δµ, µmax},
where δµ = (µmax − µmin)/m). Obviously, more is important the value of m closest is
gPELC∗ to the optimal effective path (linking P0 to P f ). It is to be noted that if T has
n + 1 vertices, thus T has n edges. The tree’s size, given by |E|, corresponds to the
number of edges. The number of vertices if each vertex generates 2m children is
given by the following formula:

1 + 2m + (2m)2 + ... + (2m)h =
(2m)h+1 − 1

2m − 1
(IV.4)

where h corresponds to the greatest level in T (called also the height of the rooted
tree).

• A valid global path, defined by gPELCn, is a path which starts from v0 and reaches
the vertex vn (linked to the reference frame attributed to the main target R f , it is
noted therefore vn m R f ) without any obstacle collision. The gPELCn is obtained
from an oriented graph given by a sequence of vertices (v0, v1, . . . , vn) ∈ Vn such
that vi−1 is adjacent to vi and i ∈ {0, 1, ..., n}. gPELCn is a path of length n from v0 to
vn. It is to be noted that the indexes given to vi are variables and are not related to
any canonical labeling of the vertices but only to their position in the sequence.

• The optimal path gPELC∗ is a valid global path that over all possible gPELCn

minimizes the function:

G =

n∑
i=1

Ji
i−1

= w1G1 + (1 − w1)G1Bis + w2G2 + w3G3+

w4G4 + w5JDistance_gPELC_FinalTarget

(IV.5)

where:
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– wi | i = 1..4 ∈ R+ are the constants defined in equation IV.1, which permit the
right balance between the different sub-criteria characterizing each elementary
computed PELC, to give form to a gPELC. w5 ∈ R+ permits us to give more
interest to the gPELCn which has a closest final point (gPELCn(s f ) where s f ,
the final curvilinear abscissa of gPELCn), to the final target P f . This last infor-
mation is embedded in the sub-criteria JDistance_gPELC_FinalTarget.

– The global criteria G is defined therefore according to the vector WgPELC =

{w1,w2,w3,w4,w5} and the sum of the elementary sub-criteria (cf. section
IV.3.1):

* ◦: G1 =
∑n

i=1 Ji
(i−1)DistanceToPTi

* ◦: G1Bis =
∑n

i=1 Ji
(i−1)PELCLength

* ◦: G2 =
∑n

i=1 Ji
(i−1)PELCCurvature

* ◦: G3 =
∑n

i=1 Ji
(i−1)BoolMaximumCurvature

* ◦: G4 =
∑n

i=1 Ji
(i−1)BoolCollision

To summarize, the idea to obtain the optimal gPELC∗ (cf. Algorithm 4) is to get the optimal
sequence of elementary PELC to reach the main target P f . The proposed Algorithm 4
permits us to obtain a tree T, containing vertices linked with PELC without collisions, and
with each edge weight obtained while using equation IV.1. Each valid gPELC enables us
to start from the vertex v0 to reach vertices m R f . The gPELC∗ is the one which minimizes
G (cf. equation IV.5). Finally, the gPELC∗ contains the optimal sequence of local PELC j

i
(with their values r j and µ j). Generally, once the tree T is available, the optimal-path from
the root v0 to a vertex vn (vn m R f ) can be obtained while using for instance, tree-search-
based Dijkstra’s algorithm [Dijkstra, 1959] or the well-known Bellman–Ford algorithm.

It is to be noted that the Else block given between line 13 and 28 of Algorithm 4,
expresses the fact that, when an obstacleid obstructs one extended PELC f

i then this
obstacleid will be selected as an intermediate orbit (before reaching after the Y-axis of
R f ). This will be done while computing another PELCid

i , starting from the same vertex vi

but aiming to terminate in the Y-axis of Rid before adding a new vertex to T, enabling us to
explore further this new branch. Nevertheless, if this new computed PELCid

i collides with
any other obstacle (before reaching the Y-axis of Rid), this branch is terminated without
adding any new vertex to T. This choice is made to avoid infinite loops and to reduce the
number of combination given by Algorithm 4. This supposition was also made because
if another collision is taken into account, it is obligatory to take this new obstacle id as a
new intermediate orbit, which is in contradiction with the first supposition, consisting of
addressing the case of obstacleid only because it is the first obstructing obstacle which
does not allow PELC f

i to reach the Y-axis of the main target R f (from the vertex vi).

Inside this same Else block (line 13 to 28) there is also an important characteristic to
highlight. It corresponds to the If block (between line 17 and 27) which permits us to
apply either an Exhaustive Expanding Tree (EET) or not. If yes, this corresponds to
adding to the tree all the valid vertices and if no, then adding only the optimal vertices.
Consequently, in the first case, the number of branches (PELC) from the vertex vi−1 m
Ri−1 to the reference frame m Ri could be at maximum equal to 2m (if all the computed
PELC are valid) and in the second case, the maximum number of branches from vi−1 is 2
(which correspond respectively to the optimal PELC∗ for clockwise and counter-clockwise
directions). The main objective of the second case is to reduce the number of possible
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Algorithm 4: Overall proposed methodology to obtain gPELC∗

Data: Initial vehicle state; Environment features: Obstaclesid=1,..,N and Final target
position; S µ = {µk=1,...,m} the set of possible µ values.

Result: gPELC∗ (optimal global Parallel Elliptic Limit-Cycle)
//Initialization1

S0 = {v0}; //The set of the vertices at Level0 of the tree T//2

i = 0;3

while Not all the vertices of Si m R f do4

i = i + 1;5

//Compute all the PELC: starting from vertices given in Si−1 (which are not m with R f )6

and targeting R f //

PELC f
[ j=1,...Card(S i−1)](PEI f , r = ±1, S µ);

7

forall Obtained PELC f
j do8

if It does not collide with any obstacle then9

//v f # exists thus, where “ f #” corresponds to the index number of the vertex m10

R f . This implies that a valid global path could be obtained while knowing all
the antecedents vertices of v f #//
Si ← v f #; //Add the vertex to the tree T//11

e f #
j ← J(PELC f

j (PEI f , r, µk)); //Compute the weight of the edge e f #
j //12

else13

Obtain the id of the first obstructing obstacle;14

//Compute all the PELC: starting from the vertex v j and finishing in Rid//15

PELCidrµ
j (PEIid, r = ±1, S µ); //Where the index number “idrµ”, linked to the16

value of r and µ, corresponds to the vertex index m Rid//
if It does not collide with any other obstacle then17

if Exhaustive Expanding Tree then18

//Add all valid vertices19

Si ← vidrµ ;20

eidrµ
j ← J(PELCidrµ

j (PEIid, r, µk));21

else22

//Add only the optimal vertex in each23

direction (clockwise and counter-clock.)//

Si ← v∗;24

e j ← J∗;25

end26

end27

end28

end29

end30

//Apply Dijkstra’s algorithm [Dijkstra, 1959] on the obtained final tree T//31

gPELC∗ = DijkstraAlgorithm(T);32
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expanding branches at each iteration of Algorithm 4. The aim is obviously to reduce the
overall computation time to obtain the gPELC∗. In this last version, the number of explored
states is reduced but does not guarantee to have an even a good solution gPELC∗ as
given by EET. This result will be highlighted in the simulations given in section IV.4.4. In
these simulations, it is shown also that the solutions obtained with only optimal vertices
expanding are generally not so far from the effective gPELC∗ (given by EET).

In what follows, a HybridRC and Homogeneous Control Architecture (HHCA) will be de-
tailed. This architecture uses notably the definition of optimal PELC∗ and gPELC∗ to
obtain with homogeneous way the vehicle’s set-points.

IV.4/ HOMOGENEOUS AND HYBRIDRC CONTROL ARCHITECTURE

The proposed HybridRC and Homogeneous3 Control Architecture (HHCA, cf. Figure IV.2)
aims to simplify, manage and control either reactive or cognitive vehicle navigation (cf.
section I.3.2, page 18). By reactive, it is mainly meant that the navigation of the vehicle
is done with the minimum information on the environment, whereas cognitive control is
based on quasi-full knowledge on the environment. Obviously, when this knowledge is
available, the cognitive control permits us to lead generally to optimal (or sub-optimal)
robot navigation. Nevertheless, it needs a lot of processing time to reach this solution
which could lead, in certain cases, to an unusable approach (cf. section I.3.2, page 18).

Blocks numbered 1 to 3 in Figure IV.2 are in charge of detecting/localizing/ character-
izing any important features in the environment. Mainly, these blocks must provide the
list of all perceived obstacles (or known according, for instance, to a road map) and the
target to reach. Any possible obstructing object (obstacle/wall/pedestrian/ etc.) is char-
acterized as specified in section II.1 (page 30) by an ellipse given by the parameters
(h, k,Ω, A, B). This characterization can be ensured even off-line (using for instance a

3Homogeneous in terms of used set-points and control law.
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Figure IV.2: The proposed Homogeneous and HybridRC Control Architecture (HHCA) for
mobile robot navigation.
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road map of static objects) or on-line using for instance a camera positioned in the envi-
ronment [Benzerrouk et al., 2009] or the robot’s infrared sensors [Vilca et al., 2012c] (cf.
section II.5.2, page 42).

This architecture permits us to simply link the set-points defined by the cognitive or reac-
tive levels to the effective achievement of the vehicle’s movements. It is to be noted that
the proposed HHCA uses the flexible and safe PELC (cf. section II.3.1, page 34) to per-
form either reactive (cf. section IV.4.1) or cognitive (cf. section IV.4.2) vehicle navigation.
Indeed, the PELC is used here either as a local planner (instantaneous or short-term)
or as a global planner (more cognitive approach while using gPELC (cf. section IV.3.2))
when the overall environment is well known. It is important to mention also since the
HHCA (cf. Figure IV.2) uses the uniform set-points convention (cf. section II.4, page 39)
for performing either cognitive or reactive mode. These set-points are taken within the
PELC-generated trajectories (cf. section IV.3). Indeed, the proposed HHCA architecture
contains different set-point blocks which have as input the PELC already defined either
locally (block number 4 in Figure IV.2 for reactive navigation) or globally (block number 8
in figure IV.2 for cognitive navigation). Once homogeneous set-points are obtained (block
5) according to what is defined in section II.4(page 39), the common control law defined
in section III.2.2 will be used to stabilize the error to zero (cf. Figure IV.2).

Through the overall proposed control architecture, the objective is to highlight its generic-
ity, flexibility and its reliability to deal with a large variety of environments (e.g., cluttered or
not; dynamic or not, etc.). This architecture could adapt itself according to the navigation
context and the occurrence of new events. It is shown in what follows:

• the way to act on-line to a changing environment when the used navigation strategy
is reactive (cf. section IV.4.1),

• the used cognitive navigation (cf. section IV.4.2).

Otherwise, the choice between reactive and cognitive mode, according to the navigation
context, will be illustrated through the proposed hybrid and hierarchical action selection
process (cf. section IV.4.3). A multitude of simulations are given in section IV.4.4 to
highlight the potentialities of the proposed overall control architecture.

IV.4.1/ REACTIVE NAVIGATION STRATEGY BASED ON LOCAL PELC*

This section deals with the challenging issue of on-line mobile robot navigation in un-
known and cluttered environments. Indeed, it is considered in what follows, a mobile
robot discovering the environment during its navigation; it should react to unexpected
events (e.g., obstacles to avoid) while guaranteeing to reach its objective. In fact, reactive
navigation is most desirable when the environment is not well known or in the case where
this environment is highly dynamic and/or uncertain [Adouane, 2009b]. It is shown more
specifically in what follows the use of PELC* for reactive navigation. The robot aims to
navigate from its initial position to the final target while using only local defined PELC* and
while dealing sequentially with the obstructing obstacle/wall/etc. This reactive navigation
supposes nevertheless the efficiency and the reliability to obtain on-line the features of
the obstacles (cf. section II.5.2, page 42).

The proposed Algorithm 5 activates the obstacle avoidance behavior as soon as there
exists at least one object which can obstruct the future robot movement toward its target.
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Algorithm 5: Reactive navigation using optimal PELC∗ paths
Input: All the features h, k,Ω, A, B of the closest constrained obstacle (cf. Algorithm 2);

Value of Kp (the desired minimum safe distance “offset” to the obstacles); Current
final target localization (x f , y f ).

Output: Current PELC∗((h, k),Ω, (A, B,Kp), µ∗) to follow (cf. equation II.3 (page 35) and
section IV.3.1).

if It exists at least one obstructing obstacle (cf. Algorithm 2, page 45) then1

//Obstacle avoidance behavior2

Obtain the direction r and µ∗ optimizing the PELC according to the criteria J (cf.3

section IV.3.1).
PELC∗((h, k),Ω, (A, B,Kp), µ∗);4

else5

//Target reaching behavior6

PELC∗((x f , y f ), 0, (ξ, ξ, ξ), µ∗);7

Where ξ is a positive very small value −→ 08

end9

Otherwise, the behavior of target reaching (still while using PELC∗) is activated. It is men-
tioned in Algorithm 5, the notion of “Current final target” because the robot is supposed
to have a multitude of sequential targets to reach (cf. chapter V). The good performance
of the reactive navigation needs to manage some conflicting situations which could, in
certain cases, lead to trajectory oscillations or dead-ends. Several reactive rules are de-
tailed in [Adouane, 2009b] to avoid these situations. For instance, it has been proposed
to maintain the direction of avoidance (clockwise or counter-clockwise) when the robot
avoids two consecutive obstacles (without finishing yet the avoidance of the first, there-
fore the robot does not yet reach the first obstacle axis YOT (cf. Figure II.5(a), page 37)).

The main differences between the current presented reactive navigation (cf. Algorithm 5)
and the fully reactive navigation given in section II.5 (page 41) are summarized below:

• The PELC set-points are used here for both obstacle avoidance and for target
reaching controllers. In the previous architecture, the target reaching controller uses
another set-point definition (cf. section II.5.4.2, page 49).

• When the obstacle avoidance is active in fully reactive navigation, the direction
(clockwise or counter-clockwise) and the robot’s behavior (Attraction or Repulsion)
are determined exclusively according to simple and deterministic rules, and the
value of µ is also fixed once and for all. In the current less reactive navigation all the
above choices are made by optimization of the criteria J (cf. equation IV.1).

IV.4.2/ COGNITIVE NAVIGATION BASED ON GPELC*

Reactive navigation as given above could be optimal to avoid a single obstacle but not
optimal at all if the navigation strategy needs to take into account several obstacles before
reaching the final target. To perform cognitive navigation, this implies obviously much
more knowledge about the environment (generally all the free and obstructed spaces)
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than for reactive navigation. The robot must define an overall path/trajectory/waypoints
while taking into account the possible multiple obstacles in the environment.

To perform cognitive navigation, the proposed HHCA uses the overall optimized paths
obtained according gPELC* (cf. section IV.3.2). Several simulations will be shown in
section IV.4.4.

IV.4.3/ HYBRIDRC AND HIERARCHICAL ACTION SELECTION

As given in section I.4 (page 21), there are two coordination processes to manage the
activity of multi-controller architectures. The HHCA (cf. Figure IV.2) is based on the action
selection process. It is called the Hybrid and Hierarchical Action Selection process and
is summarized in Algorithm 6. This process aims to activate either reactive or cognitive
navigation according to the environment knowledge and perceptions.

The cognitive navigation is activated only if the entire environment is well known or when
the navigation is achieved in relatively low dynamic environment; low enough so that the
gPELC* (cf. section IV.4.2) could be re-computed on-line. In the case that it cannot be
obtained on-line, instead of stopping the vehicle’s navigation (which could be an option),
the vehicle will switch to navigate in a reactive way. This last navigation could be done
in two ways: the first consists of using path following control, based on local computed
PELC*, in the case where the current obstructing obstacle is static and could be accu-
rately detected; the second reactive navigation is performed if the environment is dynamic
and/or with a lot of uncertainty, in this case the vehicle has to navigate with even more
reactivity (no pre-planned path to follow), using on-line target tracking control (cf. section
II.4.2, page 40). The value of the RS radius (cf. Figure II.6(b), page 40) could be fixed
according to the measured uncertainty rate and to the dynamicity of the obstacles. This

Algorithm 6: Hybrid and hierarchical action selection process
Data: Environment knowledge and perceptive information
Result: The more appropriate navigation strategy
while Final target is not reached do1

if gEPLC∗ exists then2

//Cognitive navigation3

//gEPLC∗ exists means that the overall environment4

//knowledge is available5

Path following control activation w.r.t. gPELC∗;6

else7

//Reactive navigation8

//Defined w.r.t. the current obtained PELC∗9

if Static obstacles & Certain environment then10

Local path following control activation;11

else12

Target reaching control activation;13

end14

end15

end16
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implies obviously to have specific metrics to characterize the environment uncertainty and
the dynamicity of the detected obstacles (velocities, acceleration, etc.). These two criteria
are more linked to the perceptive aspects and are still an open and active research area.

IV.4.4/ EXTENSIVE VALIDATION BY SIMULATION

Let us show in what follows several examples to exhibit the flexibility and efficiency of
the proposed HHCA. The simulations were implemented using MATLABr software (the
porting to C++ language will be done in the near future to enhance the processing time)
and performed with an Intel Core I7, CPU of 2.70 GHZ and a RAM of 32 GO. The robot
kinematics is based on a tricycle model (cf. equation III.8 (page 57) and Figure III.3 (page
58)); its features are:

• lb = 12 cm and γmax = 45◦.

• To characterize the robot collisions with the environment, the robot is surrounded
completely by an ellipse (which has a major axis of 14 cm and a minor axis of 9
cm).

• The robot maximum field of view is considered as a circle centered on the robot
with a radius of 72 cm (cf. Figure IV.7). This circle corresponds to the maximum
distance where the robot can detect an obstacle. This perception is mainly used for
safety behavior (automatic stop if the obstacle is too close) or in reactive navigation.

• The control law parameters are given by K = (10, 5, 2, 0.3, 5, 0.01) (cf. section III.2.2,
page 57).

The first set of simulations (cf. section IV.4.4.1) will show the use of the planned gPELC∗

for different kind of environments (cluttered, structured, etc.) and the other set of sim-
ulations (cf. section IV.4.4.2) will show the use of PELC and gPELC∗ to perform either
reactive or cognitive navigation according to the environment state.

IV.4.4.1/ THE USE OF GPELC∗ FOR DIFFERENT ENVIRONMENTS

Cluttered environment Figure IV.3(a) shows the application of Algorithm 4 for a set of
µ values S µ = {0.1, 0.4, 0.7} in each direction (clockwise and counter-clockwise). Several
simulations with their initial inputs and results are summarized in Table IV.1. This table
shows, for instance, the weights WgPELC = {w1, w2, w3, w4 , w5} characterizing the global
cost function (cf. equation IV.5) for each planned gPELC, the obtained tree characterizing
the optimization process. In the simulation given in Figure IV.3(a), Algorithm 4 had to
explore 31 vertices which required 9.48 s as computation time. This optimization permits
us to obtain 14 valid gPELC and the optimal one (according to the applied global cost
function) has an optimal cost of G = 3.03.

Figure IV.3(b) corresponds to a simulation which has the same initial inputs as in Figure
IV.3(a) but while expanding the tree (given by Algorithm 4) for only the optimal vertices
(cf. Table IV.1). According to this table, it is found that the computation time is reduced
by 28%, and despite this, the obtained optimal gPELC∗ cost G is still very close to the
obtained gPELC∗ given in Figure IV.3(a). The obtained gPELC∗ is nevertheless different
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in terms of path shape and intermediate cost function (as for G2, where the obtained
gPELC∗ is smother than that obtained in Figure IV.3(a) (G2 =0.18 instead of 0.25)). Figure
IV.4(a) shows the obtained tree for the simulation given in Figure IV.3(b). Due to the
smaller number of obtained vertices while using only optimal vertices expansion, this
methodology will be preferred in the coming simulations to simplify and highlight better
certain results. Figure IV.3(c) gives an example of the influence of the wights chosen
for WgPELC to obtain the optimal gPELC∗. Indeed, while modifying these weights between
simulations given in Figure IV.3(b) and Figure IV.3(c), the obtained final gPELC∗ has been
changed (cf. Table IV.1).

While simulations given in Figures IV.3(a) to IV.3(c) show the application of Algorithm 4
for a quite simple environment (2 obstacles), the simulations given in Figures IV.4(b) and
IV.4(c) permit, among other things, to highlight the efficiency of the proposed Algorithm 4
for an even more cluttered environment (a configurations of 5 close obstacles) (cf. Table
IV.1). These last simulations will be used in next subsection IV.4.4.2, where the obtained
optimal path gPELC∗ will be used as an initial path to show the flexibility of the overall
proposed control architecture to switch easily and safely from cognitive navigation to a
reactive one and vice versa.
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Figure IV.3: Global path planning based on gPELC∗.
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Figure IV.4: (a) Tree representation to obtain the gPELC∗ given in Figure IV.3(b). Each
node Ni|i=1..7 (except the root node N0) is represented respectively by an index 1 or 2 (the
id of the avoided obstacle) or target (for final target reaching); the direction of avoidance
C or CC (for respectively clockwise or counter-clockwise); the value of µ∗ and finally the
value of the elementary obtained PELC∗ cost J∗ (cf. equation IV.1). The green arrows
correspond to the optimal solution (b) and (c) global path planning-based gPELC∗ using,
respectively, Exhaustive Expanded Tree and only optimal ones (at each step).
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Structured environment To emphasize the reliability of the proposed planning method-
based PELC for different kinds of environments, it is also important, in addition to a clut-
tered environment, to verify its efficiency for a structured environment (as we can find in
an indoor or urban environment with walls and right angles “perpendicular straight lines”).
The obstacle modeling given in section II.1 (page 30) is used in what follows (cf. Figure
IV.5) to surround walls (or sidewalks for instance) of different dimensions. Each obsta-
cle is surrounded with thin Surrounded Ellipse (given by SEi in Figure II.2) and with a
Parallel Ellipse of Influence (PEIi in Figure II.2 (page 31)) which will give a safe margin
between the robot and the obstacle. The first simulation given in Figure IV.5(a) shows
the efficiency of Algorithm 4 even for a Trap configuration. The robot initial posture is
(x0, y0, θ0, γ0) = (0, 1.5,−45◦, 0◦). Algorithm 4 obtained an optimal gPELC∗ (cf. Table IV.1)
while avoiding locals minima [Ordonez et al., 2008]. According to Table IV.1, it is seen
that the time necessary to obtain gPELC∗ is equal to 15.68 s which is relatively high w.r.t.
the other simulations which have only few valid explored vertices. This is explained by the
fact that according to the configuration given by this trap, a lot of iterations of Algorithm 4
lead to invalid vertices (thus, collision of the computed PELC with an obstacle).

The simulations given in Figures IV.5(b) and IV.5(c) show a complex enough environment
based on several walls/obstacles (forming labyrinthine corridors). The set up difference
between the simulation given in Figure IV.5(b) and the one given in Figure IV.5(c) is in the
value of the obstacle safe Margin (cf. section II.3.1, page 34) which corresponds to Kp

(cf. Figure II.2 (page 31) and equation II.3 (page 35)). For the first simulation (cf. Figure
IV.5(b)) Kp = 16 cm whereas the second (cf. Figure IV.5(c)) Kp = 32 cm (cf. Table IV.1 for
simulations parameters and optimization results).
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Figure IV.5: (a) Efficient gPELC∗ even for a trap configuration. (b) and (c) Global path
planning-based gPELC∗ in structured environment, with respectively (b) Kp = 16 cm and
(c) Kp = 32 cm.

The second simulation restricts much more the possible robot states to reach the final
Target, but permits us to obtain much more safe gPELC∗ because the robot is forced to
navigate as far as possible from any obstacle. The obtained gPELC∗ is close to one path
which could be produced by a Voronoi method [Aurenhammer, 1991] [Latombe, 1991],
but with an important advantage in what we propose is that the obtained path (gPELC∗)
takes into account:

• the kinematic and structural constraints of the robot (non-holonomy, maximum
steering angle γMax, etc.), and

• multi-criteria optimization (cf. equation IV.5) that is not only linked to safety criteria
as for Voronoi method.
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It is to be noted that Kp attributed to each obstacle could be different between them. This
could be chosen according, for instance, to the obstacle’s dynamic or to its features (loca-
tion, shape, etc.). It is to be noted also that in certain situations where the PEIi attributed
to obstaclei is in intersection with the PEI j of another obstacle j (as seen in Figure IV.5),
it is important to introduce some simple rules to guarantee always the convergence of
Algorithm 4. Indeed, when computing an elementary PELC w.r.t. an obstaclei, the axis
Y of the reference frame linked to this obstacle (cf. section II.3.2) could not be reachable
without going inside PEI j. This is due to the intersection of the PEI (attributed to the
two or more obstacles). The condition of stopping the avoidance w.r.t. an obstacle can
never therefore be attained. Thus, if at least two obstacles have an intersected PEI, the
following rules, to end the computation of the PELCi, must be applied:

• End (stop and validate) the computed PELCi, the first time that its x abscissa sign
(w.r.t. the reference frame Ri linked (m) to obstaclei) changes from “-” to “+”.

• If the above rule is not yet verified and the current computed PELCi is going to
be inside another PEI j (with j , i), therefore, stop the computation of PELCi at
a predetermined distance DS before going inside PEI j, a node is therefore added
in Algorithm 4, enabling us to continue the expanding while avoiding a deadlock.
For example, in Figure IV.5(b), the robot must avoid the obstacle2 in a clockwise
direction, but its PEI2 intersects with PEI4, the above rules were therefore applied.

IV.4.4.2/ SWITCH FROM COGNITIVE TO REACTIVE NAVIGATION AND VICE VERSA

The aim of the following simulations is to show the high flexibility of the proposed
control architecture to perform either reactive or cognitive navigation while guarantee-
ing smooth and steady robot behavior (cf. section III.2.2, page 57). Thus, using
a relatively simple algorithm (as proposed in Algorithm 6), the possibility of switch-
ing from cognitive to reactive mode and vice versa will be shown. It is to be noted
that these simulations do not have as an objective to propose an optimal choice be-
tween the activation of one mode (cognitive or reactive) w.r.t. the other. This impor-
tant issue is an open research area [Ranganathan and Koenig, 2003] [Ridao et al., 1999]
[Rouff and Hinchey, 2011] [Mouad et al., 2012] and the inherent structure of the proposed
control architecture is particularly appropriate to address this kind of interesting issue.
This will be the subject of future investigations.

The robot navigation given in Figures IV.6(a) and IV.6(b) show the activation of different
modes. The sequence given in Figure IV.6(a) is Cognitive→ Dynamic obstacle avoidance
and finally Cognitive navigation, whereas in Figure IV.6(b): Cognitive→ Dynamic obstacle
avoidance → Reactive navigation. In both simulations, the robot starts by performing
path following (cf. section II.4.1, page 39) of the already obtained gPELC∗ given in Figure
IV.4(b) (cf. Table IV.1). Since the initial obtained gPELC∗ considers a static environment,
the robot starts to follow this global optimal path to reach the final Target. At the instant
11 s, the obstacle3 starts to move in a straight line (cf. Figures IV.7(a) to IV.7(c)). This
movement makes unsafe the initial planned gPELC∗, therefore, as soon as this obstacle
is in the robot’s field of view (represented by pink dashed circle in Figure IV.7), the robot
starts to perform reactive obstacle avoidance using the local PELC* (cf. section IV.4.1).
The used set-points in this navigation phase are based on target reaching set-points (cf.
section II.4.2, page 40) while taking the parameter RS = 0 (cf. Figure II.6(b) (page 40)).
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Figure IV.6: Reactive versus cognitive navigation.

Once obstacle3 is completely avoided (cf. Algorithm 5), the robot continues to reach the
final target by using either cognitive navigation (cf. Figure IV.6(a)) or reactive navigation
(cf. Figure IV.6(b)). In the first case, a new gPELC∗ is recomputed (from the current
initial robot’s configuration) and followed by the robot. The re-planed path features are
given in the last row of Table IV.1. Figures IV.6(c) and IV.6(e) give the robot’s navigation
details of the simulation given in Figure IV.6(a), whereas Figures IV.6(d) and IV.6(f) give
the navigation’s details of Figure IV.6(b).

Concerning the simulations’ indicators given in Figures IV.6(c) and IV.6(d), they show in
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Figure IV.7: Dynamic obstacle avoidance. The cyan dashed lines in (a) to (c) corre-
spond to the different instantaneous PELC* computed by HHCA when the robot avoids
Obstacle3. In (c) Obstacle3 is completely avoided and a PELC* is computed w.r.t. the
main target.

general that in both simulations, the robot navigates far enough from the closest obstacle.
Indeed, specifically in Figure IV.6(c), the distance evolution between the robot and the
closest obstacle is always smooth and bigger than the fixed safe avoidance offset (Kp =

22 cm and represented in dotted red lines in the figures). There exists nevertheless,
one critical phase in Figure IV.6(d) where the robot, in reactive mode, avoids obstacle5
and starts to avoid obstacle4. In this phase the distance robot–obstacle4 is less than
the offset but the robot remains far enough from the obstacle to avoid any collision (cf.
Figure IV.6(b)). In fact, the offset value is fixed according first, to the dimension of the
robot (surrounded by an ellipse with a major axis equal to 14 cm) and also to the robot’s
physical constraints and control reliability, etc. In the simulation given in Figure IV.6(d),
the value of the minimum distance robot–obstacle4 is equal to 15 cm, and therefore, in all
cases, bigger than the major axis of the surrounded ellipse.

It is to be noted also that this critical situation happened because of the difficult initial
robot configuration when obstacle4 must be avoided. Indeed, when obstacle4 becomes
the most obstructing obstacle (cf. Algorithm 2, page 45), the robot is very close to it
and has an important angular error to the PELC set-point ≥ 90◦, therefore the robot is
in a very difficult configuration to safely avoid obstacle4. These specific critical situations
are unfortunately unavoidable in reactive mode since the robot discovers its environment
online [Adouane, 2009b] [Adouane et al., 2011]. An emergency stop could be obviously
activated if the robot–obstacle distance is less than a certain value. In addition, as in-
formation, the computed PELC (to avoid obstacle4) has a counter-clockwise direction to
avoid obstacle4. Thus, in the same direction then the avoidance of obstacle5. Indeed,
in reactive avoidance, if the robot starts to avoid an obstaclei and switches to another
obstacle j (which has an intersection w.r.t. obstaclei), the robot must follow the same di-
rection (clockwise or counter-clockwise) as for the previous avoidance. This avoids the
robot’s dead-ends and infinite oscillations [Adouane, 2009b].

Figures IV.6(e) and IV.6(f) give the progress of the Lypapunov function (cf. equation III.15,
page 58). These figures show the stability of the system to make the errors converge
always to 0, even when the robot enters reactive mode, where the obstacle to avoid can
change suddenly according to the robot’s perceptions (cf. Algorithm 2). In fact, when the
robot starts to avoid another obstacle, another local PELC will be re-computed, taking into
account the current obstacle features (position, orientation, dimension, etc.). This causes
inevitably an abrupt jump in the error value (therefore on the Lyapunov function), but
after that, this function decreases always until reaching 0, which attests to the asymptotic
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stability of the overall control architecture.

IV.5/ CONCLUSION

This chapter has focused on the aptitude of a control architecture to perform, either re-
active or cognitive autonomous navigation, according to the vehicle/environment context.
It has been presented therefore a HybridRC (Reactive/Cognitive) and Homogeneous (in
term of set-points and control law) Control Architecture (HHCA) which uses mainly PELC
trajectories as the main component for the different vehicle navigations. The main ob-
jective of this kind of HybridRC structure is to permit us to deal online and safely with
unpredictable/uncertain situations, and also to optimize the overall vehicle navigation if
the environment is well-known/mastered.

Whereas the previous chapters emphasized more reactive navigation, this chapter gave
an overview of the different proposed planning methods and focused on the proposed
techniques, based on multi-criteria optimization, for optimal short- and long-term path
planning. More specifically, for short-term planning it has been presented optimal PELC
(PELC*) which is obtained while including several sub-criteria and constraints, among
them: the robot’s initial state and structural constraints (nonholonomy and maximum
steering); the enhancement of smoothness, safety of the obtained trajectories as well
as the minimization of the robot’s traveled distance. Furthermore, to perform appropriate
cognitive navigation, it is important to have a long-term planning technique. Hence, it has
been proposed to appropriately sequence a multitude of PELCs to obtain optimal global
path planning-based PELC (gPELC*) (cf. Algorithm 4).

The HHCA has been designed in order to use homogeneous set-points-based PELC*
or gPELC*. It is important to mention also that either in reactive or cognitive navigation,
the vehicle is controlled with the same control law. The overall HHCA stability (based
on Lyapunov definition) could be therefore rigorously demonstrated and analyzed (cf.
chapter III). Otherwise, an appropriate hybrid and hierarchical process of selection has
been designed to manage the different navigation contexts and sub-tasks.

Through the overall proposed multi-control architecture, with its different blocks and
mechanisms, the objective is to highlight its genericity, flexibility and reliability to deal
with a large variety of environments (cluttered or not, structured or not, and dynamic or
not) while guaranteeing the smoothness of the switch between the different vehicle’s nav-
igation modes. An extensive number of simulations, with several situations, have been
performed to confirm the potentialities of the proposed HHCA.

Obviously, the HHCA structure does not permit us to resolve all the aspects linked to the
hybridization (reactive / cognitive), but at least it permits us to give an overall structure /
mechanism to clarify and isolate the main components which still need important develop-
ments. The formulation of the optimal balance between reactive and cognitive navigation
is among the most important issues to resolve in the near future. This will be resolved
notably by using appropriate metrics to better characterize the environment (dynamicity /
uncertainty, etc.).
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V
FLEXIBLE AND RELIABLE

AUTONOMOUS VEHICLE NAVIGATION
USING OPTIMAL WAYPOINTS

CONFIGURATION

Summary: This chapter emphasizes the fact that it is not absolutely mandatory (as com-
monly admitted and broadly used in the literature) to have a predetermined trajectory to
be followed by a robot to perform reliable and safe navigation in an urban and/or cluttered
environment. A new definition of the navigation task, using only discrete waypoints in the
environment, will be presented and applied for an urban electric vehicle. This approach per-
mits us to reduce the computational costs and leads to an even more flexible navigation with
respect to traditional approaches (mainly if the environment is cluttered and/or dynamic).
In addition, several techniques are presented in this chapter to obtain the appropriate set
of waypoints to perform reliable navigation; the most important is called OMWS-ET (for
Optimal Multi-criteria Waypoint Selection based on Expanding Tree).
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V.1/ MOTIVATIONS AND PROBLEM STATEMENT

V.1.1/ MOTIVATIONS

As given in section I.5 (page 26) the most popular works in literature use generally a
pre-determined trajectory as navigation set-points. Section I.5 details the most important
characteristics linked to this kind of navigation. Among the most important, which could
add complexity to performing this kind of navigation, let us cite for instance the need for
specific planning method to generate the trajectory, the need to guarantee the continuity
between different path segments, and the complexity of the replanning phase, etc.

This chapter assumes that to perform safe and flexible navigation of a vehicle it is not
mandatory to have a specific pre-planned reference trajectory. It presents the idea to use
only a set of waypoints, appropriately disposed in the environment, to perform such navi-
gation. The use of only a discrete number of waypoints in the environment will permit even
more flexibility of the vehicle’s movements, since it is allowed to perform more maneuvers
between waypoints, while remaining obviously safe (non-collision of the vehicle w.r.t. the
road limits or any obstructing obstacle). Hence, navigation using only waypoints allows
us to avoid any path/trajectory planning which could be time-consuming and complex,
mainly in cluttered and dynamic environments. Moreover, this kind of navigation does not
require knowledge of the pose of the closest point to the followed trajectory (w.r.t. the
robot configuration) and/or the value of the curvature at this point [Gu and Dolan, 2012].
Consequently, the navigation problem is simplified to a waypoint-reaching problem, i.e.,
the vehicle is guided by waypoints instead of following a specific fixed path (cf. section
I.5, page 26).

Moreover, it is important to notice that if the successive waypoints are closer to each other,
then the vehicle tends to perform a path-following navigation. The proposed technique
tends therefore to gather the different navigation techniques. In addition, the use of only
waypoints to control the vehicle instead of a fixed trajectory, allows the robot to carry out
local operations (to avoid such obstacle) while maintaining overall stability of the used
hybrid multi-controller architectures (cf. section V.2.1). This chapter particularly focuses
on the problem of autonomous navigation of vehicles in an urban environment (cf. Figure
II.1(b), page 30). Several simulations and experiments, using a single or a group of
VipaLab (multi-vehicle navigation) were performed showing the flexibility, reliability and
efficiency of the developed navigation strategy (cf. section V.5).

V.1.2/ PROBLEM STATEMENT

An important challenge in the field of autonomous robotics consists of ensuring safe and
flexible navigation in a structured environment (cf. FigureII.1(b) and V.1). In this work,
safe navigation consists of not crossing over the road limits and bumping into obstacles
while respecting the physical constraints of the robot. Flexible navigation consists of
allowing different possible movements to achieve the task, while guaranteeing a smooth
trajectory of the robot. The main idea of the proposed work is to guarantee both criteria
simultaneously. The following scenario is considered (cf. Figure V.1):

• The structured environment is a known road map where the roads have a specific
width wR.
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Figure V.1: Nominal scenario with a road map and the task to achieve by the robot in its
environment.

• The robot model (kinematic) is known.

• The robot starts at the initial pose Pi and it has to reach the final pose P f (in certain
conditions, Pi = P f ).

As presented in section I.5 (page 26) and according to the presented scenario, a safe
reference path in a static environment can be obtained by different algorithms such as a
Voronoï diagram [Latombe, 1991], potential fields [Khatib, 1986] or others [LaValle, 2006].
In the presented case, specific key positions should be defined in the static environment,
and are called waypoints. Their numbers and configurations in the environment are de-
tailed in section V.4. Consequently, the navigation problem is simplified to a waypoint-
reaching problem, i.e., the robot is guided by the waypoints (cf. Figure V.2) instead of
following a specific fixed path. The robot has thus to reach each waypoint with a defined
position, orientation and velocity while satisfying distance and orientation error limits (Edis

and Eangle respectively) to perform safe navigation (cf. subsection V.3.1).

This chapter is organized as follows: Section V.2 presents the proposed navigation strat-
egy based on sequential target reaching. In section V.3, the control aspects will be de-
tailed (architecture, stability/reliability, smoothness, etc.). Section V.4 is dedicated to an
overview of the different proposed techniques to obtain the most appropriate set of way-
points. A large number of simulations (cf. sections V.3.3 and V.4.4) and experiments (cf.
section V.5) demonstrate the reliability of the proposed strategy of navigation. Finally,
section V.6 provides a conclusion for this chapter.

V.2/ STRATEGY OF NAVIGATION BASED ON SEQUENTIAL TARGET

REACHING

The proposed navigation strategy uses a sequence of N sorted waypoints appropriately
disposed in the environment. The aim of this sequence is to guarantee safe and flexi-
ble robot navigation. Each waypoint T j = (xT j , yT j , θT j , vT j) corresponds to a specific key
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Figure V.2: Description of waypoints assignment.

configuration in the environment (cf. Figure V.2). T j is characterized by:

• A position (xT j , yT j).

• An orientation θT j such as:

θT j = arctan
(
(yT j+1 − yT j)/(xT j+1 − xT j)

)
(V.1)

where: (xT j+1 , yT j+1) corresponds to the position of the next target T j+1. T j orientation
is therefore always oriented toward the waypoint T j+1.

• A velocity vT j . It is important to mention that to perform the proposed navigation by
reaching sequential waypoints (targets), it is mandatory to reach each target (except
the final waypoint) with a velocity vT j , 0 to not have a jerky vehicle movement, at
the starting and the arrival phase for each waypoint. The overall vehicle navigation
becomes therefore smoother without oscillations in terms of linear velocity.

Different methods to obtain the appropriate set of waypoints (target set-points
((xT j , yT j , θT j , vT j) | j=1...N)) are presented in section V.4. They are based either on the
heuristic method or on multi-criteria optimization.

To define the robot’s navigation strategy between the successive waypoints (cf. subsec-
tion V.2.2), an orthogonal reference frame XT jYT j (cf. Figure V.2) is attributed to each
waypoint, where:

• the XT j axis connects the position of T j to the following waypoint T j+1 and oriented
toward T j+1, and

• the YT j axis is perpendicular to XT j and is oriented while following trigonometric
convention.

This reference frame will be used in subsection V.2.2 to perform the target assignment
process. In addition, to insure safe robot navigation between successive waypoints, each
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waypoint is assigned upper error bounds defined by Edis and Eangle (cf. Figure V.2). They
correspond respectively to the maximal distance d and angle eθ errors between the robot
and the target (cf. Figure III.3, page 58) when it crosses the axis YT j . Further, Edis and
Eangle correspond to a kind of maximal error tolerance when the robot reaches the target
T j. This tolerance is notably related to the inaccuracies of the robot localization and/or
to the performance of the used control law. The maximum authorized values of Edis and
Eangle allow us to keep reliable robot navigation toward the target T j (cf. Figure V.2) while
guaranteeing the appropriate robot configuration to reach the next target T j+1 (cf. section
V.3.1), and so on.

Before we give more details of the navigation strategy based on sequential target reach-
ing, let us introduce the used multi-controller architecture.

V.2.1/ PROPOSED MULTI-CONTROLLER ARCHITECTURE

To perform the navigation based on sequential target reaching, the multi-controller archi-
tecture depicted in Figure V.3 is used. This architecture is composed of several blocks:

• The “Target assignment” block lets us obtain, at each sample time, the current way-
point (target) to reach. This block is detailed in subsection V.2.2.

• The “Control law” block ensures asymptotic stability to reach the current assigned
waypoint T j(xT j , yT j , θT j , vT j). The details of this block are given in section V.3.

• The “Obstacle avoidance” block is activated when an obstacle obstructs the robot’s
movement toward its current assigned waypoint. The used obstacle avoidance is

WAYPOINTS DETERMINATION

Roadmap

Current posture (x, y, θ, δ, v)

Set of 

waypoints

CONTROL LAW

TARGET

ASSIGNMENT

Commands

 (v, δ)

Current target

(xT, yT, θT, vT, ωT)

URBAN VEHICLE

Free configuration 
space

OBSTACLE 

AVOIDANCE

Perception

Figure V.3: Proposed multi-controller architecture to perform autonomous vehicle naviga-
tion based on sequential target reaching.
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based on the PELC technique (cf. section II.3, page 34) and permits us to avoid
locally any obstructing obstacle. This situation (obstacle avoidance) will be shown
in section V.5.2, where a group of VipaLab, performing a platooning (using a navi-
gation through waypoints) have to avoid an obstructing obstacle.

• The “Waypoint determination” block (dashed green box in Figure V.3) obtains the
set of appropriate waypoints configuration. Section V.4 focuses on the different
developed techniques to obtain these waypoints.

V.2.2/ SEQUENTIAL TARGET ASSIGNMENT

The strategy to assign, at each sample time, the waypoint to reach by the vehicle is
shown in Algorithm 7. The stable and reliable control law defined in section III.2.2, page
57, is used to reach each assigned waypoint while ensuring that the vehicle’s trajectory
is always within the road boundaries (cf. section V.3.1).

The error conditions, Edis and Eangle, are used to switch to the next waypoint when the
vehicle’s position is inside a circle given by the center (xT j , yT j) and a radius Edis. Hence,
the current waypoint index is updated with the next waypoint and the vehicle has to there-
after adapt its movement according to this new target. If the vehicle does not satisfy the
distance and orientation error conditions (the errors d and eθ > than Edis and Eangle re-
spectively) when crossing the YT j axis (cf. Figure V.2), then the vehicle must nevertheless
switch to the next waypoint. Obviously, this situation should not occur if the environment
is accurately modeled/identified and the control law well settled. Despite all these as-
pects, if this situation happens, then the value of the maximal distance and angular errors
can be used to decide if the vehicle could or not continue its navigation. This fault detec-
tion/diagnosis is not addressed in this manuscript, but an accurate analysis of the used
control law will be given in section V.3.1 to determine the relation between the errors’
upper bound and the used controller’s parameters (cf. section III.2.2, page 57).

It is also interesting to mention that the definition of YT j axis, as in sections II.3.2 (page
37) or IV.3.2 (page 80), guide the task achievement. In section II.3.2 it is used to perform
elementary obstacle avoidance and in section IV.3.2 to perform a trajectory planning al-
gorithm based on PELC. This axis is used here as a mean to switch to the next waypoint.

Algorithm 7: Sequential target assignment
Require: Vehicle pose, current target T j and a set of N sorted waypoints
Ensure: Reaching T j while guaranteeing to the vehicle to be in the best configuration to

reach after the next waypoint T j+1.
1: if ( (d ≤ Edis and eθ ≤ Eangle) or (xT j ≥ 0) )

{ xT j is the coordinate of the vehicle in the local Target frame XT jYT j (cf. Figure V.2)}
then

2: Switch from the current target T j to the next sequential waypoint T j+1
3: else
4: Keep going to waypoint T j

5: end if
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V.3/ CONTROL ASPECTS

As mentioned above, to obtain safe and reliable vehicle navigation, it is important to have
an appropriate control law to sequentially reach the assigned waypoints. The control law
defined in section III.2.2, page 57 has been used in the presented control architecture
(cf. Figure V.3), to ensure the targeted navigation. It is to be noticed that this control law,
as mentioned in section III.2.2, is asymptotically stable, to reach any static or dynamic
target. It allows in the current study to reach any assigned target with a velocity (cf.
equation III.16) which can be , 0. This is important to insure smooth vehicle navigation
between the different waypoints (cf. section V.2).

Even if the used control law is proved asymptotically stable (using Lyapunov function
analysis) [Vilca et al., 2015a], it does not allow us to obtain directly the error values (po-
sition and orientation) when the vehicle is in the immediate vicinity of the target to reach.
This information is important guarantee the safety of the navigation. In fact, to insure safe
navigation, the vehicle has to pass through each waypoint with maximum accuracy. It is
supposed obviously that the waypoints were appropriately placed in the environment (cf.
section V.4 for accurate development of the waypoints planning phase).

The next subsection (V.3.1) aims to address the control law error estimation. Subsec-
tion V.3.2 will address the way to enhance the smoothness of the switch between the
waypoints.

V.3.1/ RELIABLE ELEMENTARY TARGET REACHING

The aim of this subsection is to determine the relation between the upper bound of the
errors d and eθ, denoted Edis and Eangle (cf. Figure V.2) and the controller parameters K
(cf. section III.2.2, page 57). The proposed analysis consists of determining the minimum
distance diMin (cf. Figure V.4) which allows us to satisfy at the same time, the vehicle’s
kinematic constraints (cf. section III.8, page 57) and the final errors (d f ≤ Edis and eθ f ≤

Eangle) when the vehicle reaches the assigned target (at the final time t = t f ).

Figure V.4: Limit vehicle’s configuration for tuning diMin while taking into account the error
bounds Edis and Eangle.
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Figure V.5 shows the global scheme to obtain the minimal initial distance diMin:

• eθ0 and eRT0 < π/2, correspond to the initial stability conditions of the defined control
law (cf. section III.2.2, page 57).

• K = (Kd,Kl,Ko,Kx,Kθ,KRT ), is the constant vector gain, characterizing the control
law parameters. K is fixed while taking into account the vehicle constraints such as
maximal velocity vmax and minimum curvature radius rcmin .

• Edis and Eangle correspond to the upper error bounds to satisfy at t = t f .

To simplify the controller analysis, the orientation error eθ and distance d are handled
separately.

Firstly, the orientation error is computed considering enough initial distance of the vehicle
to target di (di � Edis) to permit monotonous convergence of eθ toward zero (cf. section
III.2.2, page 57). This consideration permits us to estimate the minimum time to attain
effectively eθ ≤ Eangle. The following analysis considers a static target (ẋT = ẏT = 0 and
rcT → ∞) and an extreme vehicle configuration, | eθ0 |= π/2 − ζ (where ζ a small posi-
tive value ≈ 0), hence the vehicle has initially the maximum admissible orientation error
with respect to the target. The idea is to use the analysis of this limit in the vehicle’s
orientation error eθ, which correspond to the slowest possible error convergence, to ex-
trapolate thereafter the result for less critical vehicle configuration | eθ0 |� π/2. Indeed, for
less critical configuration, the convergence of eθ will be faster than the limit defined case
(eθ −→ π/2).

According to the developments given in [Vilca et al., 2015a] while considering the de-
scribed limit configurations of the vehicle and the target, the analytic function of eθ is
obtained. This function approximates faithfully enough the evolution of the error eθ when
the vehicle is close to the target. It is given by:

eθ = fθ(t,K, eθo) = 2 tan
(eθo

2

) [ (C + cos(eθo))(C − 1)
(C − cos(eθo))(C + 1)

]C/2

e−
KxAB

Ko
C2t f (V.2)

where A = Kdd, B = KoKθ and C =
√

(A/B + 1).

Using equation V.2 and a fixed value of K it is immediate to compute the time t f (cf.
equation V.3) necessary to obtain eθ = Eangle.

t f = f −1
θ (Eangle,K, eθo) |eθo=π/2− ζ (V.3)

If t > t f , then eθ will be certainly ≤ Eangle.

Error bounds 

Edis, Eangle 

Procedure using  Edis 

with the kinematic model 

and the control law

Procedure using  Eangle 

with the kinematic model 

and the control lawInitial configuration

(|eθo| & |eRT0|)< π/2 
 

tf (time to 

satisfy Eangle)

Controller parameters

K 

diMin (minimal 

initial distance to 

satisfy 

simultanously 

Edis  & Eangle )

Figure V.5: Block diagram of the analysis. In the left and right blocks, the procedures use,
respectively, equations V.3 and V.5.
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Secondly, once the time t f is fixed, let us use it to determine diMin which permits us to
guarantee always d f ≤ Edis and eθ f ≤ Eangle for any initial vehicle configuration respecting:
eθ0 , eRT0 < π/2 and di ≥ diMin. For a fixed navigation time t f , the maximal possible initial
distance di permitting us to reach the target is given when the vehicle’s initial configuration
corresponds to eRT = 0 and eθ = 0 (straight line to the target). Obviously, the larger di is,
the more certain we are that the vehicle in extreme configuration, as depicted in Figure
V.4, could reach the target with appropriate eθ ≤ Eangle.

Taking eRT = 0 and eθ = 0, the evolution of d can be written [Vilca et al., 2015a]:

d = die−KxKdt. (V.4)

Therefore, using equation V.4 and while knowing that the objective here is to have d = Edis

at t = t f , it could be easily concluded that:

diMin = EdiseKxKdt f . (V.5)

Some simulations, validating the above result, are given in subsection V.3.3.1. More de-
tails about the different developments to obtain diMin are available in [Vilca et al., 2015a].

V.3.2/ SMOOTH SWITCHING BETWEEN TARGETS

When the vehicle switches from one target to another (for instance from T j−1 to T j as
depicted in Figure V.2), the value of controller variables Cv = (ex, ey, eθ, eRT , vT , rcT ) (cf.
section III.2.2, page 57) can change abruptly. These hard switches could induce, in
certain situations, the actuators to jerk (v and γ (cf. equations III.16 and III.17)). This
aspect could induce in certain applications, such transportation tasks, the discomfort of
passengers.

It is proposed in this subsection to avoid this hard switch by introducing a smooth evolution
of these control variables for a certain amount of movement distance ds (smoothness
distance) without obviously disturbing the vehicle’s safe navigation [Vilca et al., 2013b].
This distance depends on initial distance (% of di) separating the vehicle from the next
target T j+1. A Sigmoid function is applied to the controller variables Cv along ds. The

Figure V.6: Evolution of the SVCv used to ensure smooth control when target switching
occurs.
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new Smooth Virtual Controller variables (SVCv) are designed according to the covered
distance dc = di − d, where d is the current distance to the current target (cf. Figure V.6).
The SVCv function is given by:

SVCv(dc) = Cvi +
(Cv − Cvi)

1 + e−a(dc−d0) (V.6)

where Cvi and Cv are, respectively, the initial and current values of the controller variables.
For example, for ex, an element of Cv, when the target switches from T j to T j+1, exi is the
value before switching to T j+1 and ex is the current error w.r.t. the target T j+1; d0 is the
value where the function has half of its current value and a is a constant value related to
the slope of the sigmoid function. It is designed to attain the effective value (SVCv ≈ Cv)
when dc = ds (cf. Figure V.6). The validation of this part, using simulation results, is given
in subsection V.3.3.2.

V.3.3/ SIMULATION RESULTS (CONTROL ASPECTS)

These simulations show the performances (stability, reliability and smoothness) of the
proposed navigation strategy based on sequential target reaching.

V.3.3.1/ ELEMENTARY TARGET REACHING (STABILITY / RELIABILITY)

The first simulations focus on the features of the proposed control law (cf. section III.2.2,
page 57) to reach a desired final configuration (pose and velocity). For each simula-
tion, the vehicle starts at the same position but with different initial orientations. Figures
V.7 (a) and (b) validate the analysis presented in subsection V.3.1, where the minimum
diMin, obtained for a limit vehicle configuration eθ ≈ π/2, allows us to satisfy the bound of
the errors for other, less critical, initial configurations. The desired final configuration is
(xT , yT , θT ) ≡ (15, 4, 0◦) and vT = 1 m/s (cf. Figure V.7(a)).

The controller parameters K = (1/di, 0.6, 10, 0.1, 0.3, 0.01) were fixed in order to have fast
and smooth vehicle trajectories and while taking into account the vehicle’s maximal ve-
locity vmax = 1.5 m/s and minimum radius of curvature rcmin = 3.8 m. While considering
Edist ≤ 0.1 m and Eangle ≤ 5◦ and using equations V.3 and V.4 lead to t f ≈ 10.5 s (cf.
equation V.3), the minimum authorized initial Euclidean distance to the target is finally
obtained diMin = 10.6 m.

Figures V.7 (a) and (b) show respectively the trajectory of the vehicle for different ini-
tial orientations and orientation errors. Figure V.7(a) shows that the convergence of the
system depends on the initial orientation error. Figure V.7(b) shows that the errors are
bounded (cf. equation V.2) (black bold lines) and converge always to zero (cf. subsection
V.3.1). The Lyapunov function evolutions, for each of the above simulations, are shown in
Figure V.8(a) and confirm the asymptotic stability of the used control law. Furthermore,
Figure V.8(b) shows, as indicated, the evolution of the three terms composing the Lya-
punov function (cf. equation III.15, page 58) where the first term is 0.5Kdd2, the second
term is 0.5Kld2

l and the third term is Ko[1 − cos(eθ)].
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(a)

-f  (t, K, e o)

f  (t, K, e o )

(b)

Figure V.7: (a) Trajectories of the vehicle for several initial orientations. (b) orientation
errors (eθ) for several initial orientations.

(a) (b)

Figure V.8: (a) Lyapunov function values for several initial orientations. (b) different terms
of the Lyapunov function (cf. equation III.15, page 58).

V.3.3.2/ SEQUENTIAL TARGET REACHING/SWITCHING

The following simulations focus on the reliability and the smoothness of the proposed
navigation strategy based on sequential target reaching. The proposed control law (cf.
section III.2.2, page 57) will also be evaluated to reach/track static as well as dynamic
targets. Figure V.9(a) shows the trajectories of the vehicle for sequentially reaching sev-
eral static targets (Ti, i = 1, . . . , 6) and tracking after a dynamic target Td (sinusoidal
trajectory). The static targets are positioned at different initial distances di and orienta-
tion angles between them (45◦ until T5 and 0◦ for T6). The velocity profile of the targets
for each simulation are vT = 0.1, 0.5, and 1.0 m/s, respectively. The values of the con-
troller parameters are K = (1/di, 1.8, 8, 0.15, 0.6, 0.01) (di is the initial distance to the target).
These parameters were chosen to obtain safe and smooth trajectories, fast response and
velocity values within the limits of the vehicle, which are vmax = 1.5 m/s and rcmin = 3.8 m
(γmax = ±19◦). It is to be noted that the vehicle converges to each assigned target (static
and dynamic), located in different positions and with a different set of velocities. The
dynamic target starts its movement when the vehicle reaches the last static target T6.

Figure V.9(b) shows the values of errors d and eθ for the different targets to reach. For
static targets (Ti, i = 1, . . . , 6), the obtained values of errors just before switching from
target Ti to Ti+1 are shown. For dynamic targets, the evolution of d(t) and eθ(t) during the
tracking phase are shown. It is observed that the distance and orientation errors of static
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(a) (b)

Figure V.9: (a) Trajectories of the vehicle for several target velocities. (b) distance and
orientation errors of the vehicle for several targets’ pose/velocities.

targets depend on initial configuration (distance and orientation) and increase when the
static targets are closer. As expected, for dynamic targets, the small target velocity profile
has faster convergence toward zero.

The use of the sigmoid function is observed in the vehicle commands (velocity and steer-
ing angle) (cf. Figure V.10) for the static targets with profile velocity of vT = 0.5. It is noted
that the sigmoid function contributes to avoid peaks at the transition phase and permits
smoother vehicle commands while maintaining the stability of the control.

Figure V.10: Control commands with and without adaptive sigmoid (SVCv) use.

To highlight the genericity of the proposed navigation strategy based on successive way-
points, the application of this strategy was investigated when the waypoints are very close,
as if the vehicle has to follow a trajectory. For that purpose, two sets of waypoints, se-
lected from a reference trajectory, are used. The first set has a distance between way-
points equal to 2 m and the other equal to 4 m (cf. Figure V.11). Figures V.11 and V.12
show respectively the vehicle’s trajectories and the lateral ELateral and angular eθ errors
w.r.t. the reference trajectory (for the two set of waypoints). It can be noted that the ob-
tained vehicle trajectories are close enough to the reference trajectory; and as expected,
the lateral and angular errors are smaller when the fixed distance between the waypoints
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Figure V.11: Vehicle trajectories for different distances between waypoints.

decreases. Therefore, the proposed navigation strategy and control law permit accurate
trajectory tracking behavior if the waypoints are close enough.

It is to be mentioned also that in [Vilca et al., 2015a], an interesting comparison between
the proposed control law and those proposed in the literature which are dedicated to
path following or trajectory tracking (e.g., [Samson, 1995] [Daviet and Parent, 1997] or
[Siciliano and Khatib, 2008]). The obtained results confirm that even if the proposed con-
trol law has not been designed explicitly to take into account a reference path/trajectory,
the obtained results are very satisfactory [Vilca et al., 2015a]. Moreover, the advantage
of the proposed control law is its flexibility to perform autonomous navigation. Indeed,
the proposed control law needs only to know the current pose and velocity of the target
instead of the entire trajectory to track.

Figure V.12: Errors w.r.t. reference trajectory for different distances between waypoints.

V.4/ WAYPOINTS’ CONFIGURATION ASPECTS

Once the principle of navigation strategy, based on sequential target reaching, is validated
in terms of control stability and smoothness (cf. section V.3), let us address in this section
the means to obtain the most appropriate configuration (number, postures, etc.) of these
waypoints in the environment. The aim is to ensure, in all cases, navigation safety, but in
addition, the navigation’s smoothness and rapidity can be taken into account.

It is presented in what follows two methods to obtain this appropriate set of waypoints.
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The first (cf. section V.4.2), which is the most complete, uses a multi-criteria function to
obtain the optimized waypoints set. The second, which is more restrictive, use initially an
existing trajectory and selects the minimum number of waypoints belonging it (cf. section
V.4.3). Before we give the details of these methods, it is given in what follows, the state
of the art concerning waypoints planning.

V.4.1/ STATE OF THE ART

Different algorithms can be used to obtain waypoints configuration such as A∗, D∗

[Choset et al., 2005], Rapidly Random Tree (RRT) [Kuwata et al., 2008], Sparse A∗

Search (SAS) [Szczerba et al., 2000]. Configuration space (C-space), space of all pos-
sible configurations of the vehicle [Siciliano and Khatib, 2008], enables the identification
of the safe area where the vehicle can navigate without a collision risk (free space C-
space f ree). C-space is used to compute the minimum distance to C-spaceobst (obstacle
or road boundaries space). Figure V.13 shows the C-space and its Voronoï diagram
[Latombe, 1991] in grayscale w.r.t. the distance to the closest C-spaceobst (the whitest
area represents the safest area). Typically, algorithms based on a grid map (e.g., A∗

or D∗) produce the shortest path by optimization of a criterion such as the distance to
the goal, distance to the risk area, etc. [Choset et al., 2005]. The algorithm begins gen-
erally at the final cell (final position) and traverses the cell’s neighbors until it reaches
the initial position. The cost of traveling through the neighbor is added to the total cost,
the neighbor with the lowest total cost is selected, and so on. The process terminates
once the initial position is reached. The path is given through the cell positions of the
grid map while backtracking the cells which have the lower path cost, and sometimes a
polynomial interpolation is used to obtain a smooth path [Connors and Elkaim, 2007]. In
[Ziegler et al., 2008], the authors present an A∗ algorithm using clothoid trajectories as-
suming constant velocity along them. Therefore, appropriate waypoints can be selected
from this shortest path while only considering the cells where an orientation change oc-
curs (w.r.t. its predecessor). Nonetheless, this algorithm does not consider former/initial
vehicle orientation or its kinematic constraints.

Instead of using a grid map, it is possible also to obtain safe, feasible and smooth
path using expanding tree algorithms (e.g., RRT, RRT* or SAS [LaValle, 2006],
[Kuwata et al., 2008], [Karaman and Frazzoli, 2011] and [Szczerba et al., 2000]). This
could be done by providing to the vehicle model the commands to reach the
successive selected nodes until the goal [LaValle, 2006], [Kuwata et al., 2008] and
[Szczerba et al., 2000]. The basic process of RRT consists of selecting, at each sam-
ple time, a random node qrandom in the C-space f ree. This selection considers gener-
ally only position qrandom = (xrandom, yrandom) without any a priori final vehicle orientation

Obstacle 1

Obstacle 2

Road

(a)

C-spaceobst1

C-spaceobst2

C-spacefree

C-spaceobst3

(b)

Figure V.13: (a) Road scheme and (b) its C-space and Voronoï diagram.
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[LaValle, 2006]. Then, the commands (discrete values) are applied to the vehicle (from
its current position and orientation) during a constant time texp. The vehicle model and
constant commands allow us to predict the final vehicle position at the end of texp. The
commands that produce the closest position qchosen (a node which optimizes a dedicated
task criterion [Vaz et al., 2010]) to current random node qrandom are selected and stored
with qchoose. A new expansion starts to reach qrandom or to select a new random node
qnew

random. Therefore, the waypoints can be selected, as in the case of a grid map, while only
considering the nodes where an orientation change occurs (w.r.t. its predecessor node).
Algorithms based on RRT are very useful for motion planning because they can provide
the commands (based on the kinematic/dynamic model of the vehicle) to reach the de-
sired final configuration [Kuwata et al., 2008] and [Vaz et al., 2010]. Moreover, it avoids
the use of grid maps that can increase the computation time for large environments. In
[Szczerba et al., 2000], the authors use the expanding tree for trajectory planning intro-
ducing different constraints such as maximum turning angle and route distance. Never-
theless, this method does not consider the vehicle’s movements along the trajectory or
localization uncertainties. In [Kallem et al., 2011], sequential composition of controllers
(e.g., go to the landmark and wall following controller) are used to generate valid vehicle
states qchoose to the navigation function. This approach avoids finding a single globally at-
tractive control law and allows us to use some additional sensing capability of the vehicle
when the landmark is unreachable (e.g., GPS-denied area). However, the obtained navi-
gation function has complex computational processing. The most important drawbacks of
expanding tree algorithms are the slow convergence to cover all space to reach the goal
and in most cases it does not provide the shortest path since the nodes are randomly
selected [Abbadi et al., 2011]. Furthermore, it is important to underline that in the RRT
the control commands are maintained during a certain time, whereas in the presented
work (cf. section V.4.2), the vehicle’s movement takes into account the definition of the
used control law in addition to the vehicle model. A comparison with RRT and Voronoï
approaches is shown in subsection V.4.4.1.

It is proposed mainly in what follows, a method based on expanding tree to obtain the opti-
mal waypoint configuration in a structured environment (as shown in Figure V.1). It allows
us to consider constraints such as the kinematic model and the used control law. Criteria
to optimize are related to the vehicle’s kinematic constraints (non-holonomy, maximum
velocity and steering angle) and localization uncertainties.

V.4.2/ OPTIMAL MULTI-CRITERIA WAYPOINT SELECTION BASED ON EXPANDING
TREE (OMWS-ET)

This section aims to present a method of waypoints selection in a structured environment
in order to perform safe and flexible vehicle navigation. The waypoints are obtained using
an Optimal Multi-criteria Waypoint Selection based on Expanding Tree (OMWS-ET). An-
other OMWS-based Grid Map (OMWS-GM) has been proposed in [Vilca et al., 2015b]
but will not be detailed in what follows. In both proposed optimizations, waypoints
are selected considering safe position on the road; feasibility of trajectories (smooth
changes between the successive points and respecting the vehicle’s kinematics con-
straints) and system uncertainties (modeling / localization). The waypoints selection
approaches are formulated as an optimization problem and solved using dynamic pro-
gramming [Bellman, 1957, Bellman et al., 1959]. A generic formulation is given below.
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Optimization problem formulation: For each discrete state xk ∈ X where X is a
nonempty and finite state space, the objective is to obtain the sequence of states to
reach the final state xK while minimizing the following cost function:

C(xK) =

K∑
k=1

g(Predxk → xk) + h(xK) (V.7)

where Predxk is the predecessor state of xk; g is the immediate traveling cost function
to go from Predxk to xk; h is the future traveling cost function (heuristic) to go from the
current state to the final state xK . When the current state is the final state xK then
h(xK) is equal to zero. This function h contributes to improve the convergence of the
sub-optimal solutions toward the global optimal one [Bertsekas, 1995].

Before giving more details about OMWS-ET, let us present the definition of the used
expanding tree. The expanding tree is composed of nodes and edges which have the
following properties:

• Each node q j is defined by the pose of a waypoint given by (xq j , yq j , θq j)
T , one prede-

cessor node qi (except for the initial node) and traveling cost values g(q j) and h(q j)
(cf. equation V.7).

• Each edge ξi j corresponds to the link between qi to q j nodes.

• g(qi → q j) = g(ξi j) is the traveling cost from qi to q j.

• h(q j) ∈ [0, 1] is the heuristic traveling cost from the current node q j to the final node
(final vehicle pose). It is defined according to the Euclidean distance dq j from the
position (xq j , yq j) to the final targeted vehicle pose by:

h(q j) = kh
(
1 − e−dq j/ke

)
(V.8)

where kh ∈ [0, 1] enables us to tune the significance of h(q j) in the total cost function
(V.7). The exponential function was chosen because it gives values between 0 and
1 for positive values of dq j . The constant ke ∈ R+ is used to scale the value of dq j

according to the dimensions of the environment. The value of h(q j) (V.8) decreases
as the next possible selected node gets closer to the final pose.

The traveling cost g(ξi j) ∈ [0, 1] is designed to obtain an appropriate balanced safe,
smooth, feasible and fast vehicle trajectory. It is defined as:

g(ξi j) = k1w̄ j + k2∆v̄i j + k3∆γ̄i j + k4∆ēli j (V.9)

where k1, k2, k3 and k4 ∈ R+ are constants which are defined by the designer to give the
right balance (according to the navigation context, e.g., focus more on safety with regard
to smoothness) of each term of the criteria (cf. equation V.9). To normalize the traveling
cost, ki|i = 1, .., 4 must satisfy:

k1 + k2 + k3 + k4 = 1. (V.10)

The normalization of the individual criterion given in equation V.9 allows us to simplify the
choice of ki to select the priority of a term w.r.t. the others according to the navigation
context.
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Figure V.14: Vehicle’s trajectories which start from extreme configurations (±εl
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and ±εθmax) in the localization uncertainties ellipse Eloc. ∆el is the maximum lateral devia-
tion of all vehicle trajectories.

The first term of the cost function (cf. equation V.9) is related to the safety of the navigation
(V.11). The second and third terms are respectively related to the speed (cf. equation
V.12) and smoothness (cf. equation V.17) of the trajectory. The fourth term is related to
the feasibility of the vehicle trajectory while considering localization uncertainties, i.e., the
risk of colliding with an obstacle while considering inaccuracies in the vehicle position and
orientation. This last term allows considering the kinematic model of the vehicle and the
control law. The detail of each term is given in the following:

• The term w̄ j ∈ [0, 1] is related to the distance from the node q j to the closest
C-spaceobst. It is given by equation V.11, the normalized distance dq j_To_Obst to the
closest C-spaceobst, and it is given by:

w̄q j = 1 −
dq j_To_Obst

dmax_To_Obst
(V.11)

where dmax_To_Obst is the maximum value among all dqi_To_Obst of all cells in the C-
space f ree. As an example, Figure V.15 shows a discretized environment using a
grid map; 3 cells localized at (a, b), (i, j) and (m, n) are emphasized. dmax_To_Obst is
equal, in this example, to the maximum distance dmn_To_Obst.

• The term ∆v̄i j ∈ [0, 1] is related to the velocity from qi to q j, vi j. It is given by:

∆v̄i j = 1 −
vi j

vmax
(V.12)

where vmax is the maximum velocity of the vehicle. We estimate vi j as a function
of the curvature of the expected trajectory. The maximum velocity occurs when
the curvature is zero (straight line) and the minimum velocity vmin , 0 occurs when
the curvature is bigger than the value corresponding to γmax (the maximum vehicle
steering angle, (cf. section III.2.2, page 57)). This consideration allows the vehicle
to maneuver without a risk of collisions while enhancing the passenger comfort (for
instance, to limit the centripetal forces [Labakhua et al., 2008]). The minimum and
maximum values of velocity and steering angle are defined by the designer accord-
ing to the vehicle characteristics. The curvature is estimated using the orientation
of the current node and its predecessor. Hence, vi j is computed as:

vi j = vmax − ∆θ̄i j(vmax − vmin) (V.13)
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Figure V.15: Representation in grayscale w.r.t. the distance to the closest C-spaceobst
(the whitest area represents the safest one).

where ∆θ̄i j ∈ [0, 1] is the normalized estimated curvature related to the variation of
orientation between the current node q j and its predecessor qi. It is defined as

∆θ̄i j =
|θ j − θi|

∆θmax
(V.14)

where ∆θmax is the maximum possible variation between a probable orientation of
the current node w.r.t the orientation of its predecessor. This value is defined ac-
cording to the steering capability of the vehicle. θ j and θi ∈] − π, π] are computed
using the position of the current node qi(xi, yi), its predecessor qm(xm, ym) and its
probable successor q j(x j, y j). They are given by

θi = arctan ([ym − yi]/[xm − xi]) (V.15)

θ j = arctan
(
[yi − y j]/[xi − x j]

)
. (V.16)

• The term ∆γ̄i j ∈ [0, 1] is related to the variation of steering angle along the vehicle
trajectory from qi to q j (for instance, Figure V.14 shows a vehicle trajectory between
two nodes). It is given by

∆γ̄i j =

∑q j
qi |∆γi j|

nqi jγmax
(V.17)

where nqi j is the considered point number of the vehicle trajectory between qi and
q j, and γmax is the maximum steering angle of the vehicle. This term ∆γ̄i j computes
the sum of the ∆γi j to obtain the total variation of the steering angle along the
vehicle trajectory. ∆γ̄i j uses the kinematic model and the control law to estimate the
vehicle’s trajectory.

• The term ∆ēli j ∈ [0, 1] is the normalized maximum deviation of the vehicle’s tra-
jectory w.r.t. the straight line that joins the positions (xq, yq) of qi and q j (cf. Figure
V.14). It is computed as

∆ēli j =
|∆eli j |

max{∆el}
(V.18)
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where max{∆el} is the maximum deviation of all trajectories from the node qi to the
node q j while considering the position and orientation uncertainties (εd and εθ re-
spectively given in Figure V.14). This term ∆ēli j allows us to estimate the collision
risk using the vehicle trajectory that takes into account the kinematic model, the
control law and localization uncertainties (position and orientation). Figure V.14
shows an illustration where the vehicle has an ellipse of localization uncertainties
with axes εl

d and εt
d. The vehicle trajectories start at ±εl

d in lateral distance (lon-
gitudinal distance is set to 0), and ±εt

d in longitudinal distance (lateral distance is
set to 0) from the vehicle position with a ±εθ from the vehicle presumed orientation,
i.e., we consider all extreme configurations to obtain, according to these maximum
error configurations, the maximum lateral deviation (∆el). The trajectories are ob-
tained using the kinematic model and the used control law in an offline simulated
procedure.

Algorithm 8 shows in pseudo code, the proposed method which uses expanding tree
to obtain the optimal waypoints configurations w.r.t. the optimized multi-criteria function
(V.9). Figure V.16 shows the first steps of the algorithm where, for instance, the branch
number of each node is nt = 3 and each branch orientation w.r.t. the vehicle orientation is
given by:

α = ±i∆α, i =

{
0, 1, . . . , (nt − 1)/2; if nt is odd
1, 2, . . . , nt/2; if nt is even (V.19)

where ∆α is a constant angle defined according to the vehicle characteristics.

Algorithm 8: Waypoint selection based on expanding tree
Require: Initial pose pi, final pose p f , branch number nt, edge distance ξ, branch

orientation ∆α, tolerable error distance ε and C-space f ree

Ensure: Set of waypoints S p

1: Init the initial node q0 = pi, g0 = 0 and Predq0 = �

2: Init the current node to expand qi = q0
3: Init Tree(qi) =Expansion_Tree (cf. Algorithm 9) with α = 0 {Initial expansion}
4: Set the new node to expand qi = rt where rt ∈ Tree(qi)
5: Set Predrt = qi and compute the total cost C(rt) (cf. equation V.7)
6: while |qi − p f | < ε do
7: Compute the Tree(qi) = Expansion_Tree
8: {refers to Algorithm 9 with the set of α = ±i∆α}
9: for rt ∈ Tree(qi) do

10: if rt ∈ C-space f ree then
11: Compute the total cost C(rt) (cf. equation V.7)
12: Predrt = qi

13: Add rt to the queue Q
14: end if
15: end for
16: Sort the queue Q in ascending order of total cost C
17: Get the first value of queue qi = Q( f irst) and remove it from Q
18: end while
19: S p is the set of predecessor nodes of qi = p f .

The edge distance ξ is the Euclidean distance between two successive nodes and it
depends on the environment dimensions, e.g., if the environment has a narrow passage,
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Algorithm 9: Expansion_Tree
Require: Current node qi, set of α S (α), edge distance ξ
Ensure: Nodes of Tree(qi)

1: Init Tree(qi) = �

2: for αt ∈ S (α) do
3: Compute the orientation θrt = θqi + αt

4: Compute pose rt = qi + [ξ cos(θrt ), ξ sin(θrt ), αt]T

5: Add rt to Tree(qi)
6: end for
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Figure V.16: Expanding tree method to obtain the appropriate set of waypoints.

then ξ must cope with this dimension. We consider that the edge orientation is the vehicle
orientation at the current node position (cf. Figure V.16). Thus, at the beginning the
first expansion of q0 is given with α = 0 because the vehicle starts at initial fixed pose
(cf. line 3 − 5 of Algorithm 8). This initial expansion is made to respect the kinematic
constraints where the rotation of the vehicle requires a displacement (linear velocity , 0)
of the vehicle. Therefore, the successive node q1 has a different possible orientation and
so on (cf. Figure V.16). The algorithm selects the node which has the lower total cost
C(q j) (cf. equation V.7). When two or more nodes have the same cost, the algorithm
selects the last saved node. Figure V.16 shows the successive steps, and the node q2
was selected from the expansion of q1 {q2, q3, q4}, which has the lower total cost value.
The set of waypoints is obtained while tracking the predecessor nodes of the nodes with
lower total cost. The selection of the node with lower total cost (cf. Algorithm 8, line 16-17)
allows us to avoid the deadlock areas because the successive branches from the nodes
in this deadlock area will be in C-spaceobst (cf. Figure V.17(a)).

The smoothness of the vehicle trajectory depends on the number of branches of each
tree nt, maximum branch orientation αmax = nt∆α/2 and edge distance ξ. The drawback
of using a large number of nt is the increase of the processing time required to obtain the
set of waypoints. The vertex distance ξ is set to detect obstacles between the successive
nodes.

As described above, the traveling cost (cf. equation V.9) depends on four parameters
(ki|i = 1, . . . , 4, which satisfy equation V.10) related respectively to the safety, velocity, less
steering and taking into account uncertainties. The values of these parameters are fixed
according to the desired navigation and environment conditions. A pragmatic procedure
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Figure V.17: Set of waypoints for different parameter values ki of the traveling cost.

to set these parameters consists first in identifying the main desired vehicle behavior and
setting its parameter ki with a value greater than 0.5 (cf. Figure V.17). The other param-
eters will be tuned according to the designer’s secondary priorities. Figure V.17 shows
the set of waypoints when only the term with highest priority is considered in the traveling
cost function. For instance, in Figures V.17 (a) and (b), the priority is given respectively to
the safest and the shortest paths. More examples of different tuned parameters of ki and
the actual potentialities of the proposed OMWS-ET will be shown in sections V.4.4 and
V.5.1.

V.4.3/ WAYPOINTS SELECTION BASED ON EXISTING SAFE TRAJECTORY

To simplify obtaining the set of waypoints, this one could be selected from an already ex-
isting path. Indeed, a safe reference path can be obtained easily using different methods
such as a Voronoï diagram [Latombe, 1991] or potential fields [Khatib, 1986]. Neverthe-
less, adding this step of path planning restricts considerably the C-space f ree to only a
curvilinear line (corresponding to the used path). Thus, the optimality of the obtained
set of waypoints (cf. section V.4.2) is not guaranteed at all. It is also interesting to
mention that a path could also be obtained using an actual recorded vehicle trajectory
[Vilca et al., 2013b].

Algorithm 10: Waypoint selection based on existing reference path
Require: Reference path r = (xr,yr) and ∆αmax ∈ R+

Ensure: Set of waypoints S p

1: Init j = 0, rw j = r0 (initial position of r) and θw j = θr0 (tangent of the point along
trajectory r)

2: for ri ∈ r (sorted set of trajectory points) do
3: Compute ∆α = |θri − θw j |

4: if ∆α ≥ ∆αmax then
5: j = j + 1
6: Set rw j = ri and θw j = θri

7: Add w j(rw j , θw j) to S p

8: end if
9: end for
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Figure V.18: Example of waypoint selection based on a reference path and Algorithm 10.

Different criteria can be considered to obtain the minimum number of straight lines that
closely fit the reference path. Criteria such as the Euclidean or curvilinear distance, orien-
tation or radius of curvature between waypoints can be used to fix the desired waypoints
on the path. The proposed waypoint selection given in Algorithm 10 is maximally simpli-
fied. The discretized reference path r is composed of sorted positions ri = (xri , yri) and its
tangent orientations θri . The minimum number of straight line segments over the defined
path is then computed while considering a constant threshold ∆αmax for the orientation
variation of the path ∆α (cf. Algorithm 10). Figure V.18 shows one vehicle trajectory and
the obtained waypoints using Algorithm 10 with ∆αmax = 5◦, 15◦, and 30◦, respectively. As
expected, the switch between waypoints is smoother with a small value of ∆αmax .

V.4.4/ SIMULATION RESULTS (WAYPOINTS CONFIGURATION ASPECTS)

This section shows the proposed OMWS-ET features to lead to the optimal set of way-
points, obtained according to the environment characteristics and/or the task to achieve.
Simulations given below use the VipaLab vehicle with maximum velocity 1.5 m/s, maxi-
mum steering angle γmax = ±30◦, and maximum linear acceleration 1.0 m/s2. The con-
troller parameters are set to K = (1, 2.2, 8, 0.1, 0.01, 0.6) (cf. section III.2.2, page 57). These
parameters were chosen to obtain a good balance between accurate and fast response
and smooth trajectory while taking into account the limits of the vehicle structural capac-
ities. It is considered that the sample time is 0.01 s and a maximum number of iterations
is nI = 5000 to stop OMWS-ET, when no solution can be obtained.

It will be shown in what follows that the comparison between OMWS-ET and the well-
known RRT* algorithm (cf. subsection V.4.4.1); the flexibility of OMWS-ET for local re-
planning when unexpected obstacles are detected (cf. subsection V.4.4.2) and finally,
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Figure V.19: (a) Set of obtained waypoints using Algorithm 8 based on OMWS-ET and
(b) minimum set of waypoints obtained by Algorithm 10.

the extension of OMWS-ET to multi-vehicle formation (cf. subsection V.4.4.3). It is noted
that in [Vilca et al., 2015b], more simulations were given, showing for instance the com-
parison between grid map and expanding tree algorithms or between deterministic and
probabilistic expanding tree.

As first simulations, Figures V.19 (a) and (b) show, respectively, an example of the use of
the proposed OMWS-ET (cf. Algorithm 8) and the reduction of the number of waypoints
while using Algorithm 10 [Vilca et al., 2015a].

V.4.4.1/ OMWS-ET VERSUS RRT*

To highlight the advantages and the flexibility of the proposed OMWS-ET, a compari-
son with the popular RRT* algorithm [Karaman and Frazzoli, 2011] is presented in this
subsection. The RRT* is based on the RRT (Rapidly-exploring Random Tree) already
described in section V.4.1 with an addition of the rewiring function which enables to re-
connect the nodes to ensure that the edges have the path with minimum total cost. RRT*
provides thus an optimal solution with minimal computational and memory requirements
[Karaman and Frazzoli, 2011]. Moreover, RRT* is a sampling-based algorithm and the
optimal solution depends on the number of iterations of the RRT* algorithm, i.e., the larger
the number of iterations (more samples in the C-space f ree), the closer is the effective op-
timal global solution. Therefore, to compare the solutions obtained by the OMWS-ET with
those obtained by the RRT* a few modifications in Algorithm 8 were made. The line 6 of
Algorithm 8 was changed to a for loop from 0 to the maximum iteration number and the se-
lection of the final pose at each iteration is obtained by sampling in C-space f ree (qrandom),
as the RRT* algorithm [Karaman and Frazzoli, 2011]. It is to be noted that qrandom corre-
sponds to a random sample (position) from a uniform distribution in the C-space f ree.

To compare the two algorithms (OMWS-ET and RRT*), the safest obtained solution
(which maximizes the distance to the environment border) is used as a criterion. There-
fore, the parameters of the cost function of OMWS-ET (cf. equation V.9) are fixed to
k1 = 1.0, k2 = k3 = k4 = 0.0 and kh = 0.1. In addition, the other parameters are fixed as the
branch number nt = 5; the edge distance ξ = 2.5 m and ∆α = 15◦. The RRT* algorithm
described in [Karaman and Frazzoli, 2011] was also modified to obtain a cost function
according to the safety w̄i (distance to the border) instead of the Euclidean distance be-
tween nodes. The vehicle kinematic model with constant linear velocity and steering
angles (v = 1.0 m/s and γ = −15,−7.5, 0, 7.5, 15◦) respectively, during texp = 2.5 s was used

119



CHAPTER V. FLEXIBLE AND RELIABLE AUTONOMOUS VEHICLE NAVIGATION USING OPTIMAL WAYPOINTS CONFIGURATION

Initial 
position

Final 
position

(a) RRT* with a few branches

Initial 
position

Final 
position

(b) OMWS-ET with a few
branches

Initial 
position

Final 
position

(c) Comparison with Voronoï path

Figure V.20: Three obtained paths according to Voronoï, RRT* and OMWS-ET.

to produce the new nodes of the RRT*. Figure V.20 shows the obtained path solutions
according to RRT*, OMWS-ET and Voronoï [Latombe, 1991] algorithms. The Voronoï
obtained path (cf. Figure V.20(c)) is given only because it is the best reference w.r.t.
the adopted comparison criterion (safety criterion). Indeed, the Voronoï path enables to
always obtain the safest possible path [Latombe, 1991]. It can be noted that the two ob-
tained paths using RRT* and OMWS-ET are generally close enough and far enough from
the way border (cf. Figures V.20(a) and V.20(b)). Important differences are nevertheless
observed in the obtained final results (cf. Figure V.20(c)). In fact, the obtained set of
waypoints using RRT* are closer to the border which is due to the fact that RRT* expands
its branches while adopting constant commands (v, γ, texp). These constant commands
generate the next nodes with only a single possible orientation (for each node). Contrary
to that, in the proposed OMWS-ET, each new obtained node q j has different possible ori-
entations and velocities. Thus, for the same position, many more possible vehicle states
(different orientations and velocity set-points) are taken into account in the optimization
process.

Table V.1 shows different performance criteria to compare the obtained path. It is shown
that the obtained path based on OMWS-ET is closer than the RRT* to the optimal ob-
tained solution using Voronoï methodology. It validates that the proposed OMWS-ET is
more efficient than the RRT*, in the sense that it explores many more possibilities in the
vehicle/environment/task state space.

It is important to mention also, that the proposed OMWS-ET methodology is related to the
adopted navigation strategy (cf. Section V.1.2), which uses set-points based on suitable
static/dynamic waypoints instead of trajectory tracking methods. The OMWS-ET method
takes into account the vehicle’s kinematics constraints and uncertainites as well as the
used control law (cf. subsection V.4.2). The RRT* method is more suitable for navigation
strategies based on trajectory following [Karaman and Frazzoli, 2011].

length[m] dborder[m]
Voronoï 86.00 69.2931
RRT* 83.42 62.1736

OMWS-ET 82.50 65.5926

Table V.1: Comparison between Voronoï, RRT* and OMWS-ET, where length: path length
and dborder: minimal distance w.r.t. the nearest obstacle/limit of the way.
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V.4.4.2/ LOCAL REPLANNING FOR UNEXPECTED OBSTACLES

The proposed method OMWS-ET is adapted to local replanning when an unexpected
static obstacle is detected in the environment. Figure V.21 shows the used architecture
to activate the replanning of the vehicle’s movements based on an initial set of waypoints,
already obtained using OMWS-ET. The vehicle uses a range sensor to detect any unfore-
seen obstacle (cf. Figure V.22(a)). A local replanning is activated when an obstacle is
detected. This replanning takes into account the current environment state, the current
vehicle pose and the current assigned waypoint to obtain a new local set of waypoints (cf.
Figure V.22(b)). If the current waypoint is unreachable (due to the obstacle configuration
for instance) then the final position is replaced by the next waypoint in the list and so on. If
no solution is found, then the vehicle will stop in its current pose. Figure V.22(b) shows an
example of the local replanning using an already obtained set of waypoints given in Figure
V.19(b). Finally, the vehicle moves through the new set of waypoints while guaranteeing
safe navigation (cf. Figure V.22(c)).
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Figure V.21: Schema of the local replanning.
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Figure V.22: Local replanning for an unexpected obstacle.
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Figure V.23: (a) Multi-vehicle formation (straight line shape). (b) minimum set of way-
points for multi-vehicle formation obtained by OMWS-Expanding Tree (cf. Algorithm 8).

V.4.4.3/ EXTENSION TO MULTI-VEHICLE FORMATION

The most important ideas developed in this manuscript aim to be easily extended to an
even more complex system (bottom-up approach), such as multi-vehicle navigation (cf.
chapter VI). The method based on expanding tree (Algorithm 8) has been extended to
multi-vehicle formation where the formation is defined only according to the leader con-
figuration [Consolini et al., 2008]. As mentioned before, the OMWS-ET algorithm takes
into account the vehicle model. To deal with this multi-vehicle task, it is sufficient to adapt
the term ∆ēli j (cf. equation V.18) in order to consider all trajectories of the group of vehi-
cles. Figure V.23(b) shows the minimum set of waypoints for a line formation (di = 6 m
and φi = 180◦, cf. Figure V.23(a)) with two vehicles. The constant values are the same
as the last simulations. The set of waypoints for the leader vehicle are close to the curve
road boundaries because the formation needs enough space to turn while keeping the
rigid formation shape. The follower (blue square) is always inside of the road boundaries.

V.5/ EXPERIMENTAL VALIDATIONS

This section presents several experiments to demonstrate the efficiency of the proposal
to obtain reliable, safe and flexible vehicle navigation in a structured environment. Sub-
section V.5.1 will focus on the planning aspects using OMWS-ET and subsection V.5.2
will give a complete experiment of a group of vehicles navigating in formation in an ur-
ban environment containing an obstructing obstacle. The experiments were done using
VipaLab vehicles in a PAVIN platform (Plate-forme d’Auvergne pour Véhicules INtelli-
gents) (cf. Annex A, page 171). A metric map of PAVIN [IP.Data.Sets, 2015] is used to
perform the proposed OMWS-ET (cf. Algorithm 8). This map allows implementing the
navigation through successive waypoints in a real situation. OMWS-ET computes the set
of geo-referenced waypoints with optimal configurations. Some areas are restricted to
guide Algorithm 8 through the PAVIN platform which has intersections and a roundabout
(cf. Figure V.24). In the presented case, these restricted areas were defined by the user.
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V.5.1/ WAYPOINTS PLANNING

OMWS-ET is used in what follows to make a comparison between two cases: the first
corresponds to giving more priority to the safety criteria in equation V.9 and the second
gives more priority to the minimum angle steering rate. The analysis of the obtained
solutions will be given in what follows. Moreover, the actual vehicle’s trajectories are
compared for these different sets of waypoints. These experiments can be found online.1

Figure V.24 and V.25 show respectively the minimum obtained set of waypoints and the
corresponding vehicle’s trajectories (in simulation and actual experiment). Figure V.24(a)
shows the set of waypoints of the first experiment where the constant values of the cost
function (cf. equation V.9) are k1 = 0.6, k2 = 0.2, k3 = 0.1, k4 = 0.1 and kh = 0.4. The
safety (k1) has the highest priority in this experiment. Therefore, these waypoints guide
the vehicle close to the middle of the route (cf. Figure V.25(a)). Figure V.24(b) shows
the set of waypoints of the second experiment where the constant values are k1 = 0.3,
k2 = 0.2, k3 = 0.4, k4 = 0.1 and kh = 0.4. The minimal steering angle rate k3 has the highest
priority in this experiment. The obtained result shows that the obtained waypoints are
localized very close to the road border (cf. Figure V.25(b)).

Figure V.24(c) and V.25(c) show the comparison between the sets of waypoints and the
real trajectories of both experiments. The velocities and steering angle of the vehicle
while tracking each waypoint are shown in Figure V.26. This figure shows the values with
noise due to the encoder inaccuracies. Figure V.25(a) and V.25(b) show the simulated
and the actual vehicle trajectories. It can be observed that they are very close (maximal
error between them is less than 0.15 m). We can conclude therefore that the proposed
optimal multi-criteria waypoint selection based on Expanding Tree (OMWS-ET, performed
off-line (cf. Section V.4.2)) permits us to deal accurately with the actual environment and
experiments.

Table V.2 shows different performance criteria to compare the set of waypoints where nw

is the number of waypoints, T is the navigation time, lUGV is the traveled distance, dborder

is the sum of minimum distance to the road boundaries and ∆γ is the root mean square
(rms) of the steering angle rate. It is noted that the first experiment has nw greater than
the second experiment. It is due to the fact that the first experiment has safety as a
priority. The proposed Algorithm 8 thus selects more waypoints to allow the vehicle to
navigate as far as possible from the road borders. It can be noticed that dborder values
are bigger in the first experiment than the second. Furthermore, the values of ∆γ are
less in the second experiment because the highest priority was for the steering angle
rate. Therefore, the vehicle can navigate with higher velocity along the trajectory and the
navigation time becomes thus smaller than the first experiment.

nw T [s] lUGV [m] dborder[m] ∆γ[◦]
1rst Sim. 41 200 132.81 67.35 0.3123
exp. Real 41 203 132.68 67.25 0.2945
2nd Sim. 39 199 133.00 66.54 0.3089
exp. Real 39 198 132.79 66.64 0.2922

Table V.2: Comparison among the set of the obtained waypoints.

1http://maccs.univ-bpclermont.fr/uploads/Profiles/VilcaJM/OMWS.mp4
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(a) First experiment: Safe plan-
ning.

(b) Second experiment: Steering
angle minimization.

(c) Comparison between experi-
ments.

Figure V.24: Different set of obtained waypoints.

(a) First experiment. (b) Second experiment. (c) Comparison between actual
experiments.

Figure V.25: Actual vehicle’s trajectories for different obtained sets of waypoints.

Figure V.26: Vehicle velocities and steering angles evolution for each set of obtained
waypoints.
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Figure V.27: Some images from the performed experiment.

V.5.2/ SAFE AND RELIABLE MULTI-VEHICLE NAVIGATION

The navigation strategy was also tried with a pair of real urban vehicles (cf. Figure V.27).
The scenario was built to show different situations, such as multi-vehicle navigation in
formation, static and dynamic target-reaching and obstacle-avoidance situations. In this
experiment, each vehicle uses a combination of RTK-GPS and gyrometer to estimate
its current position and orientation at a sample time of Ts = 0.1 s. The vehicles have a
range sensor (LIDAR) with a maximum detected range equal to 10 m. These sensors
provide enough accurate data w.r.t. the vehicle dynamic. Indeed, in these experiments,
the vehicles move at a maximum velocity of 1.5 m/s due mainly to the relatively short
dimensions of the used urban PAVIN platform. Moreover, the vehicles communicate by
Wi-Fi, enabling the transmission of the leader’s pose data.

Experiments were carried out to show the performance of the proposed control law and
target assignment strategy using waypoint selection based on Algorithm 10 (with ∆αmax =

15◦) on an already defined reference trajectory. The Leader vehicle has to successively
reach static waypoints. Moreover, the proposed control law (cf. section III.2.2, page 57)
was implemented in another vehicle (Follower) which takes the first vehicle (Leader) as
a dynamic target to track at a curvilinear distance equal to 5 m (behind the Leader). The
tracking of the dynamic target allows us to apply the proposed control law to multi-vehicle
systems where the dynamic set-point is given by the leader and the desired geometric
formation shape [Vilca et al., 2014]. The configuration of the dynamic target is sent by
the Leader to the Follower via Wi-Fi. This experiment can be found online.2 Furthermore,
to exhibit the flexibility of the proposed navigation strategy, an obstacle is placed between
the waypoints. As mentioned in section V.1.1, the proposed strategy can easily integrate
the obstacle avoidance behavior (cf. Figure V.3). Therefore, the vehicle can perform
different maneuvers between waypoints, in this case obstacle avoidance, without the use
of any trajectory replanning method. The used obstacle-avoidance method is based on
limit-cycles as given in [Adouane et al., 2011] (cf. section II.3, page 34). The obstacle
avoidance is activated as soon as the vehicle detects at least one obstacle which can
hinder the future vehicle movements toward the current assigned waypoint.

2http://maccs.univ-bpclermont.fr/uploads/Profiles/VilcaJM/Navigation.avi
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(a) Vehicles’ trajectories (b) Zoom on the part corresponding to ob-
stacle avoidance phase

Figure V.28: Vehicle trajectories obtained using GPS and a set of waypoints positioned in
the environment using Algorithm 10 (∆αmax = 15◦).

It can be seen in Figure V.28(a) that the Leader accurately reaches the successive
assigned static waypoints and the Follower also accurately tracks the dynamic target
(Leader). Moreover, the Follower trajectory using the proposed control law is close to
the Leader trajectory (cf. Figure V.28(a)). Figure V.28(b) focuses on the vehicles’ tra-
jectories when the obstacle avoidance is activated. The Leader detects the obstacle be-
tween the waypoints and it applies the reactive limit-cycle method [Adouane et al., 2011]
[Vilca et al., 2013a]. The Follower also avoids the obstacle since it accurately tracks the
Leader trajectory. It can be noted that the proposed navigation strategy allows flexible
and smooth movements between the waypoints and performance of different behaviors,
such as obstacle avoidance, emergency stop or waypoint reassignment.

Figure V.29 shows the velocity and steering angle of the vehicles. These actual values

Figure V.29: Control output (real experiment).
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(a) (b)

Figure V.30: (a) Lyapunov function of the leader (based on static waypoint reaching) and
(b) Lyapunov function of the follower (based on dynamic target tracking).

have been filtered, during the experimentation, using an Extended Kalman Filter (EKF) to
reduce the sensor noise. Figure V.30(a) and V.30(b) show the Lyapunov function values
which highlight that each vehicle control is stable and it converges to each assigned static
waypoint for the Leader and to the dynamic target for the Follower. Therefore, smooth,
flexible and safe trajectories for the vehicles were obtained.

V.6/ CONCLUSION

This chapter presented an overall methodology (strategy / planning / control) of au-
tonomous vehicle navigation which uses only a set of waypoints, appropriately disposed
in the environment, to perform reliable and flexible navigation in an urban environment.
This methodology is an alternative to the widely used strategies of vehicle navigation
which rely on the use of a pre-generated reference trajectory in order to have the vehi-
cle’s set-points. The main motivation of the proposed methodology arises from the need
of further improving the navigation flexibility (to deal with different environments, tasks
and contexts) while maintaining a high level of reliability and safety (cf. section V.1).

Indeed, as shown in this chapter, the use of only a set of waypoints in the environment
permits even more flexibility of the vehicle’s movements, since it is allowed to perform
more maneuvers between waypoints (without the necessity of replanning any reference
trajectory3), while remaining reliable and safe (non-collision w.r.t. the road limits or any
obstructing obstacle).

The proposed navigation strategy is based on successive static target reaching. The
switch between targets uses, among others things, appropriate reference frames linked
to the current assigned waypoint and to the next one to reach (cf. section V.2). It has
been proved in section V.3 the reliability of the approach through the use of the asymp-
totic stable control law (cf. section III.2.2, page 57) and the definition of the maximum
error boundaries (distance and orientation, cf. section V.3.1) when the vehicle is in the
immediate vicinity of the current target to reach. Furthermore, the smoothness of the
overall navigation has been addressed in section V.3.2.

Once the principle of navigation strategy is validated in terms of control reliability and
3Which could be, among other things, time-consuming and/or complex, mainly in a cluttered and dynamic

environment (cf. section V.1).
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smoothness (cf. section V.3), an important part of this chapter has been dedicated to the
different ways to obtain the most appropriate waypoints configurations (number, poses,
velocities, etc.) in the environment. Several methods to obtain these suitable sets of
waypoints were presented. The main presented method, called Optimal Multi-criteria
Waypoint Selection based on Expanding Tree (OMWS-ET), uses a multi-criteria function
to optimize the set of obtained waypoints. This generic method takes into account the
vehicle’s model and uncertainties (of the environment/vehicle model) to obtain the sub-
optimal set of waypoints.

A large number of simulations (cf. sections V.3.3 and V.4.4) and experiments (cf. section
V.5) using VIPALAB vehicles in different kinds of urban environments demonstrate the
efficiency, the reliability and the flexibility of the proposed navigation strategy based on a
set of discrete waypoints.
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VI
COOPERATIVE CONTROL OF

MULTI-ROBOT SYSTEMS

Summary: This chapter is dedicated to the control of multi-robot systems. It constitutes a
natural extension of the proposed multi-controller architectures to deal with multi-robot sys-
tems. This is possible thanks to the adopted bottom-up approach and its inherent features.
The focus will be on dynamic multi-robot navigation in formation and on the cooperative
strategies to perform safe, reliable and flexible navigation. An overview of other addressed
multi-robot tasks (as “co-manipulation and transportation” and “exploration under uncer-
tainty”) will also be briefly presented.
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CHAPTER VI. COOPERATIVE CONTROL OF MULTI-ROBOT SYSTEMS

VI.1/ INTRODUCTION (GLOBAL CONCEPTS)

VI.1.1/ FROM MONO-ROBOT TO MULTI-ROBOT SYSTEMS

Obtaining reliable and flexible control of cooperative Multi-Robot Systems (MRS) has
been and is still one of our main research objectives. The investigations made on multi-
controller architectures (with their bottom-up construction (cf. section I.4, page 21)) have
been initially motivated by the control of such complex systems.

Hence, after the previous chapters dealing mainly with the control of single robots, let us
exploit directly in this chapter the different developments to control an even more complex
system. Obviously, several specific control mechanisms, enabling to deal with MRS, will
be added. The following developments concern therefore the immersion of a mobile
robot in the context of MRS. This implies among others things, that the control of this
elementary robot will not depend only on its own perceptions/objectives but should also
take into account the partial or overall MRS state [Adouane, 2010, chapter 1].

Controlling MRS instead of only one robot, considerably increases the control complexity,
due mainly to the augmentation of the dynamic of interaction between the robots (e.g.,
robots can hinder each other); the number of control variables and sub-objectives to
reach/achieve; the uncertainty to communicate/observe/localize the group of robots, etc.
It will be shown in the following sections, how we dealt with these different aspects.

VI.1.2/ COOPERATIVE ROBOTICS (DEFINITIONS AND OBJECTIVES)

Cooperative robotics is synonymous with the existence of at least two robots which in-
teract to perform a task. It expresses not only control of each robot individually, but also
requires using an appropriate control strategy in order that the assembly of all the entities
generates a coherent and efficient robots configurations to achieve the targeted tasks.
The domain of cooperative robotics constitutes an active research field and is currently
linked to many key application areas with great importance. Generally the use of a group
of robots instead of one is motivated by two main situations: to carry out tasks which are
infeasible with a single robot (e.g., moving a too heavy or bulky object) or improve certain
criteria related to the rapidity, the robustness or the flexibility (redundancy of sensors and
actuators provides notably better failure tolerance) of the task to achieve [Adouane, 2005].
In the latter situation, the robots join their capacities and knowledge to improve the task
achievement.

As notably emphasized in sections I.1 and I.2 (pages 10 and 14, respectively), sev-
eral current projects and important challenges are related to cooperative naviga-
tion of vehicles. They are obviously not the only tasks which interest the scien-
tific community in the large field of cooperative robotics. Figure VI.1 gives some
samples of the different cooperative robotics projects/tasks which are of great in-
terest for the robotics community. Some other examples of the use of MRS
tasks can be found in exploration [Kruppa et al., 2000] [Lozenguez, 2012], transport of
heavy/large objects [Alami et al., 1998] [Hichri et al., 2014a], coverage of unknown areas
[Dasgupta et al., 2011] [Franco et al., 2015], etc. All these cooperative tasks find applica-
tions in different areas such as industry / service / military / agriculture / etc.

In the literature, several architectures exist to control MRS, their accurate classifications
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(a) Modular robotics and self-
asembling tasks

(b) Swarm robotics and heteroge-
neous Robot-Robot cooperation

(c) Robot-Robot and Robot-
Human cooperation

Figure VI.1: Different cooperative robotics projects/tasks. (a) M-TRAN project
[Murata and Kurokawa, 2012], corresponds to modular robots which can autonomously
reconfigure themselves to form different 2D or 3D structures. (b) Swarmanoid
project; Cooperation of a swarm of ground and aerial robots to achieve complex task
[Mathews et al., 2015]. (c) Object handling by multiple mobile manipulators in coopera-
tion with a human [Hirata et al., 2007].

need to look over all the nuances of the used strategies: centralized versus decentralized
(cf. section I.3.3, page 19) and reactive versus cognitive (cf. section I.3.2, page 18). In
addition, if we introduce the kind of used sensors/communication, the heterogeneity or
not of the MRS (e.g., in term of applied control or robots’ physical structures), and so
on, it appears clearly that an exhaustive classification of MRS control architecture would
be a tedious work [Cao et al., 1997] [Adouane, 2005, chapters 1 to 3]. In our different
proposed works in the area of MRS and even if several nuances of control architec-
tures are addressed [Mouad et al., 2011b] [Lozenguez et al., 2013b] [Hichri et al., 2014a]
[Vilca et al., 2014] [Benzerrouk et al., 2014], in our works decentralized robot coordina-
tion and local reaction to unpredictable events (i.e., without global path planning (cf. sec-
tion IV.3, page 78)) are favored. The objective is to give the maximum flexibility and
autonomy of the controlled MRS. It is important to notice that the navigation in formation
of a group of robots is taken in this manuscript as the main targeted cooperative task.
Nevertheless, an overview of other addressed multi-robot tasks will be described briefly
in the following section.

VI.2/ OVERVIEW OF ADDRESSED MULTI-ROBOT SYSTEMS/ TASKS

In addition to the navigation in formation task, it has been investigated during our research
works mainly two other cooperative tasks. These cooperative tasks use mobile robotics
entities and the necessity to coordinate their movements in order to optimize the mission
achievement. A summary of each work is given below.

VI.2.1/ COOPERATIVE MANIPULATION AND TRANSPORTATION

This work aims to design and control, in the simplest way possible, cooperative
robotics entities, to co-manipulate and co-transport objects of any features (shape/weight)
[Adouane and Le-Fort-Piat, 2004] [Hichri et al., 2014a]. The targeted cooperative task,
also called the “removal-man task” [Hirata et al., 2002], could be achieved for any pay-
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(a) From left to right: proposed sequence strategy to lift any payload (shape/weight)
on the robots.

(b) (c)

Figure VI.2: Cooperative manipulation and transportation of any payload shape/weight.
(a) and (b) Multi-body dynamic simulation (with ADAMSr) for payload lifting using the
developed strategy of positioning and lifting. (c) First prototype using Kheperar mobile
robots and designed end-effector.

load’s features in a flexible way while adjusting the number of robots and their configura-
tion around the object. The aim is to displace it from an initial configuration to a final one
in the environment. An original process of co-manipulation between robots has been pro-
posed [Hichri et al., 2014b] [Hichri et al., 2014c]. It consists of a specific strategy which
exploits the mutual robot’s pushing to induce a force to lift the payload and to place it
on the top of the poly-robot (the MRS) (cf. Figure VI.2(a)). Among the main challeng-
ing issues addressed in this work is to find the optimal configuration of robots around
the object (cf. Figure VI.2(c)) to achieve co-manipulation and the co-transportation while
maximizing the stability of the achieved task [Hichri et al., 2014a]. The stability in this
work corresponds to ensure the Force Closure Grasping (FCG1) criterion which ensures
payload stability during the co-manipulation phase and the Static Stability Margin (SSM2)
criterion which guarantees payload stability during the co-transportation phase (cf. Figure
VI.2(c)).

Several elementary navigation functions have been used to deal with this cooperative
task. Among them is the “Obstacle avoidance” controller, based on limit-cycles (cf. sec-
tion II.3, page 34), which is used for two aspects: firstly when each elementary robot
aims to reach its position around the payload (the robot can need to avoid other robots
or any other obstacles to reach its assigned position); secondly when the overall poly-
robot (the robots with the transported payload) is in the navigation phase and has to
avoid any obstructing obstacle. This poly-robot navigation raises also interesting issues
linked to multi-robot navigation in formation. The poly-robot is considered as an overall
robot with several constraints induced by the robots’ wheels composing the poly-robot
[Hichri et al., 2014a] [Hichri et al., 2015]. Several works are underway to enhance the

1FCG problem is extensively studied for objects manipulation, mainly for multi-fingered robotic hand
[Yoshikawa, 2010]. This problem was adapted therefore to mobile robot co-manipulation and transport.

2SSM are extensively studied for walking mobile robots [Wang, 2011]. This criterion has been therefore
also adapted to the investigated work.
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decentralized coordination of such a cooperative system.

VI.2.2/ COOPERATIVE EXPLORATION UNDER UNCERTAINTY

These works deal with decentralized and cooperative exploration of different kinds of
environments (open, cluttered or urban) and this, while taking into account knowl-
edge/perception uncertainties [Lozenguez et al., 2012b]. The group of robots must co-
ordinate, in a decentralized way, their individual explorations in order to visit all the
environment while minimizing the overall robots’ displacements (cf. Figure VI.3(a)).
As the first step of these works, a multi-controller architecture was proposed based
on a topological representation of the environment to generate a low-density map
[Lozenguez et al., 2012a]. The aim is to reduce the multi-robot planning calculation costs
by using only the most relevant environment’s information. It is interesting to emphasize
the fact that the multi-robot exploration mission has been modeled as a set of specific
waypoints (locations) to visit in the environment. An optimization process was used simi-
lar to the stochastic traveling salesman problem [Kenyon and Morton, 2003].

It is to be noted that Markov Decision Processes (MDPs3) have been used in these works
for both decision making and multi-robot coordination. More specifically a Goal Oriented

3MDP [Bellman, 1957], provides a mathematical framework for modeling decision making in situations
where outcomes are partly random and partly under the control of a decision maker.

(a) Task allocation for 3 mobile robots while using appropriate waypoints definition and
decentarlized exploartion policies [Lozenguez et al., 2012b].

(b) (c)

Figure VI.3: Cooperative coordination and navigation using a group of Pioneerr in PAVIN
(cf. Annex A, page 171) for (b) free area or (c) urban area [Lozenguez, 2012].
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MDP (GO-MDP) has been proposed to master the combinatorial explosion of such a
complex system [Lozenguez et al., 2011b, Lozenguez et al., 2013a]. The proposed so-
lution consists of decomposing the multi-goal MDP to overcome the limitation of the
number of possible considered goals [Lozenguez et al., 2011a]. Finally, successive si-
multaneous rounds of auctions was proposed based on individual assessments to speed
up the goals/waypoints allocation [Lozenguez et al., 2013b]. Several simulations and ex-
periments have been made to validate the different proposals in effective situations of
multi-robot exploration (cf. Figures VI.3).

VI.3/ DYNAMIC MULTI-ROBOT NAVIGATION IN FORMATION

The focus will be made in the following sections on dynamic multi-robot navigation in
formation (cf. Figure VI.4) and on the adopted strategies to perform safe, reliable and
flexible navigation. In this challenging multi-robot task, the robots have to navigate and
keep a desired relative configuration (position and orientation) to each other or to a ref-
erence (dynamic target or trajectory). Let us present first an overview of the existing
methods/strategies dealing with this kind of MRS.

VI.3.1/ OVERVIEW OF EXISTING STRATEGIES

The challenging navigation in formation task is one of the most important issues
for MRS. In fact, many tasks require a moving MRS which must maintain a de-
sired pattern such as in autonomous public transportation [Levinson and Thrun, 2010];
space exploration [Huntsberger et al., 2003]; military missions [Murray, 2007], agriculture
[Cariou et al., 2010]; surveillance [Stoeter et al., 2002] or rescue operations [Bahr, 2009].

The literature emphasizes mainly three approaches dealing with the navigation in for-
mation: Virtual structure [Mastellone et al., 2007] [Desai et al., 2001]; Behavior-based
[Balch and Arkin, 1999] [Tang et al., 2006] and Leader-follower (also called the hierarchi-
cal approach in some references) [Mastellone et al., 2008] [Ghommam et al., 2010] ap-
proaches.

The virtual structure considers the formation as a single virtual body. The shape of the
latter is the desired formation shape, and its motion is translated into the desired motion
of each robot [Do, 2007], [Li et al., 2005]. The virtual structure is implemented in sev-

Figure VI.4: Example of autonomous navigation in formation of a group of UGVs in an
urban environment (Clermont-Ferrand, France). MobiVIP project (Predit 3).
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eral works through potential field methods [Ogren et al., 2002], [Mastellone et al., 2007]:
thus, all the members of the formation track assigned nodes which move into the de-
sired configuration. In these works, nodes applied an attractive field to the correspond-
ing robot, whereas obstacles and neighbor robots apply repulsive fields. Unlike motion
planning, potential functions applied for the virtual structure approach use only the in-
stantaneous and local robots’ perception. The weakness of using potential functions for
this approach corresponds to increasing complexity for controlling the fleet shape in a dy-
namic environment. In fact, it means that the robot is submitted to a frequently changing
number/amplitude of forces leading to more local minima, oscillations, etc. Therefore, in
this case, it is very difficult to demonstrate the robustness and the stability of the MRS
navigation.

A behavior-based approach implies that each robot has a set of behavior patterns (ba-
sic tasks) to achieve. The resulting behavior of the group emerges from the basic local
interaction without any explicit model of the overall cooperative behavior. However, this
approach is criticized w.r.t. the way that it chooses the control for each robot. In fact,
according to perception information, the control system switches between behavior pat-
terns (e.g., competitive approach [Brooks, 1986]), or merges several controllers (e.g.,
motor schema [Arkin, 1989b]). This naturally makes it hard to study the stability of the
global control strategy. In a distributed behavior-based approach [Antonelli et al., 2010],
[Balch and Arkin, 1999], there is no hierarchy between the robots. Each one has its own
perception and control [Parker, 1996].

In Leader-follower (the third approach), one or more robots are considered as
Leaders, while the other robots are the followers. Generally, the leader tracks
a predefined trajectory/waypoints while the followers track its transformed coordi-
nates [Léchevin et al., 2006] [Gustavi and Hu, 2008]. Different works exploit graph
theory to describe the inter-robot configuration/communication [Chen and Li, 2006,
Das et al., 2002, Mesbahi and Hadaegh, 1999, Shames et al., 2011]. Several formation
cases (leader reassignment, robot adding and control saturation) were presented in
[Mesbahi and Hadaegh, 1999]. The authors proposed a formation control law based
on the combination of Linear Matrix Inequalities and a logic based-switching system.
In [Klančar et al., 2011] the followers track the leader trajectory, using platooning for-
mation and local perceptions (camera or laser). The case of dynamic formation, i.e.,
the formation shape changes to another (e.g., from square to triangle), and obstacle
avoidance was covered in [Chen and Li, 2006, Das et al., 2002, Shames et al., 2011]. In
[Chen and Li, 2006], the leader generates a free-collision trajectory in a dynamic environ-
ment which is tracked using a formation control law based on an artificial neural network,
Lyapunov function and the robot dynamic model. The stability of the dynamic formation
and topology (adjacency matrix) are also demonstrated. In [Das et al., 2002], switches
between different formation shapes are exploited (from triangle to line) to avoid encoun-
tered obstacles in the environment. The formation control law is based on input-output
feedback linearization and on vision sensors (omnidirectional camera) embedded in each
robot for localization and navigation purposes. This last approach is relatively simple to
perform. However, it is noticed that a leader’s failure can stop the whole system if there is
no foreseen mechanism to assign another leader to the formation.

In the investigated works, the combination of the above presented approaches was ex-
ploited to enhance the overall MRS flexibility and reliability. The two main proposed
control architectures are both based on a multi-controller architecture (therefore on a
behavior-based approach) (cf. section I.4, page 21) and either a Virtual structure (VS)
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approach [Benzerrouk et al., 2010b] [Benzerrouk et al., 2014] or a Leader-follower (LF)
approach [Vilca et al., 2014] [Vilca et al., 2015a].

In what follows, in addition to presenting the proposed strategies-based VS and LF ap-
proach, several sections emphasize adopted strategies to answer mainly the following
questions:

• How does the MRS ensure formation stability (reached and maintained)?

• How do the robots determine their position in the formation?

• How do the robots act if there are obstructing obstacles (static/dynamic/other
robots)?

• How does the MRS adapt its formation dynamically and smoothly in order to deal
with its environment dynamic and configuration?

VI.3.2/ STABLE AND RELIABLE PROPOSED MULTI-CONTROLLER ARCHITECTURE

This section presents the proposed multi-control architecture (cf. Figure VI.5) to obtain
safe and smooth robot navigation in formation. The same overall control structure, em-
bedded in each robot, has been used for both investigated approaches: based on VS
or on LF. A basic structure of type 2 (cf. Figure II.7(b), page 41) is therefore used with
notably the addition of a Formation Parameters block which determines the desired multi-
robot configurations. An overview of the different blocks composing this architecture is
briefly presented below while emphasizing the new blocks/features.

• “Perceptions & communication” block: As seen in the previous chapters, mainly
in section II.5.2 (page 42), this block is in charge of all the local and/or global
robot perceptions. Furthermore, knowing that several robots have to coordinate
their movements, it is important to have reliable and low-latency communication be-
tween either the robots themselves or with the infrastructure (cf. section I.2, page
14).
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Figure VI.5: Multi-controller architecture embedded in each robot in the formation.
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• “Hierarchical action selection” block: It aims to manage the switches between
the two elementary controllers, Obstacle avoidance and Dynamic target reaching
blocks, according to the formation parameters and environment perception. It ac-
tivates the Obstacle avoidance controller as soon as it detects at least one obsta-
cle which can hinder the robot’s future movement toward its dynamic virtual tar-
get. It enables us to anticipate the activation of the obstacle avoidance controller
[Adouane, 2009b] and to decrease the time to reach the assigned target (static or
dynamic).

• In terms of set-point blocks, they are harmonized as motivated in section II.4 (page
39). Indeed, they are always defined according to an appropriate target pose
(xT , yT , θT ) and a linear velocity vT .

– “Obstacle avoidance set-point” block: This well detailed block, notably in sec-
tion II.5.4.1 (page 45), permits each elementary robot to avoid reactively, and
in a safe and reliable way, any obstructing obstacle. Appropriate limit-cycles
are used (cf. section II.3, page 34).

– “Dynamic target reaching set-point” block: These set-points (cf. section II.4.2,
page 40) are defined according to the assigned formation shape (e.g., triangle,
line, etc.) and the kind of used approach (VS or LF). In the VS as well as the
LF approach, all the robots (except the Leader in LF approach) have to track
their assigned dynamic target (given according to the desired formation).
In the presented literature works (cf. section VI.3.1), interesting solutions for
the formation control problem have been proposed, but, they are based mainly
on predefined trajectories to guide the formation and to control the MRS. In the
presented works, the used strategies allow us to obtain more reactive control
architectures (cf. section I.3.2, page 18) in the sense that each robot tracks the
instantaneous state (pose and velocity) of its assigned virtual targets (thus,
without any use of a reference trajectory or a global trajectory planning pro-
cess).
According to the use of either VS or LF approaches, some differences exist in
terms of robots’ set-points definition. In VS, the formation dynamic is imposed
by the evolution of a virtual rigid body defined according to a global reference
frame (cf. section VI.3.3). This is imposed by a central unit according to the
targeted shape and the formation dynamic. Afterward, the robots have to track
the assigned targets in a reactive way. In contrast, in the LF approach, the
dynamic of the followers are given completely by the actual Leader’s dynamic.
These set-points are given therefore according to the Leader’s mobile refer-
ence frame (cf. section VI.3.4).
Sections VI.3.3 and VI.3.4 will present first the adopted formation shape mod-
eling when respectively VS or LF approaches are used. They will also focus
on the way to guarantee that the assigned target’s set-points are always attain-
able by the robots, which permits the reliability of the overall MRS navigation
in formation.

• “Control law” block: According to the used robot structure (unicycle or tricycle), a
stable and generic common control law for target tracking, as given respectively in
sections III.2.1.2 (page 56) and III.2.2 (page 57), will be used for both controllers
(“Obstacle avoidance” and “Dynamic target reaching”).
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VI.3.3/ NAVIGATION IN FORMATION USING A VIRTUAL STRUCTURE APPROACH

VI.3.3.1/ MODELING

This strategy has been used for the navigation of a group of N Kheperar (unicycle mobile
robot structure (cf. Annex A, page 171)). A set of virtual targets (points) forms a virtual
structure of the same shape as the desired formation. This virtual structure is defined in
[Benzerrouk et al., 2014] while following these steps:

• Define one point which is called the main dynamic target (cf. Figure VI.6),

• Define the virtual structure by using NT ≥ N nodes (virtual targets) to obtain the
desired geometry. Each node i is called a secondary target and is defined according
to a specific distance Di and angle Φi with respect to the main dynamic target.
Secondary targets defined in this manner have then the same orientation θT as the
main target. However, each target i will have its own linear velocity vTi (cf. Figure
VI.7).

An example to obtain a triangular formation is given in Figure VI.6. It is clear that to have
a complete distribution of control, the main dynamical target can be generated by one
of the robots. This case corresponds then to the Leader-follower approach (cf. section
VI.3.4).
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Figure VI.6: Maintaining a triangular formation by defining set-points according to a global
reference frame (virtual structure approach).

VI.3.3.2/ STABLE VS FORMATION USING DYNAMIC CONSTRAINED SET-POINTS

Once assigned a dynamic target for each of the robots composing the formation, these
robots have to track their targets as long as there is not any obstructing obstacle (which
are avoided reactively in this study). This scheme proves the stability of the overall multi-
controller architecture (cf. section III.3, page 59). However, this theoretical convergence
is true only if the generated set-points are effectively attainable by the robots, considering
their kinematic constraints.
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To ensure the set-points attainability for the “obstacle avoidance” controller, it was pro-
posed in [Benzerrouk et al., 2013] to constrain the robot’s set-points in order to take into
account the robot’s nonholonomy, its maximal velocities, and the obstacles dimensions.
New parameters are then introduced into the set-points formula to prevent the robot colli-
sions. The parameter which was optimized analytically corresponds to µ (given the PELC
shape (cf. Figure II.5(a), page 37)).

For the “Dynamic target reaching set-point” block, it is given in what follows a summary
of the constraints which must be imposed on the dynamic of the main target (cf. Figure
VI.6) (defined by vT and θ̇T ). These constraints take into account the robot’s constraints
and the desired formation shape. It is to be noted that to ensure reliable navigation in
formation, these constraints must be verified for each elementary robot.

Linear velocity constraints As given in section III.2.1.2 (page 56), to guarantee the
stability of the control law, the velocity of the target vTi to track must always verify inequality
VI.1.

vTi ≤ vi (VI.1)

where vi corresponds to the linear velocity control of roboti (cf. equation III.6a, page 56)
which takes into account the maximum linear robot velocity vmax. However, it is clear
that the linear velocity of the secondary targets depends on their relative positions in the
virtual structure (cf. Figure VI.7). This figure shows the different trajectories of the targets
according to their relative position in the virtual structure.
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Di 

Figure VI.7: Virtual target trajectories to keep the virtual structure shape. Dashed curved
lines represent the trajectories of the targets. Straight dashed lines illustrate the virtual
structure in the previous moment.

The choice of Di and angle Φi affects thus vTi . Each secondary target i coordinates
(xTi , yTi) are expressed as

 xTi = xT + Di cos(Φi + θT )

yTi = yT + Di sin(Φi + θT ).
(VI.2)

Their derivatives are then (only rigid virtual structures are considered)
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 ẋTi = ẋT − Diθ̇T sin(Φi + θT )

ẋTi = ẏT + Diθ̇T cos(Φi + θT ).
(VI.3)

After several developments (detailed in [Benzerrouk et al., 2014]), it is obtained finally that
the relative distance of each secondary target has to verify the following:

Di <
vmax − |vT |∣∣∣θ̇T

∣∣∣ . (VI.4)

Note that
∣∣∣θ̇T

∣∣∣ is bounded according to the developments given in the next paragraph.

Angular velocity constraints The focus here is on the robot’s maximum angular ve-
locity (ωmax) such that the variation of the angular set-point θ̇T remains attainable. Indeed,
the angular velocity applied to the robot has to verify:

|ωi| ≤ ωmax (VI.5)

where ωmax > 0. After several developments (detailed in [Benzerrouk et al., 2014]), it is
obtained finally the permitted maximal angular velocity of these targets.∣∣∣θ̇T

∣∣∣ ≤ ωmax − kπ (VI.6)

where k is the constant defined in the robot’s angular control law (cf. equation III.6b, page
56). To remain attainable, the dynamic of the virtual structure has to follow two phases
[Benzerrouk et al., 2014]:

1. A transitional phase, where the robots have not yet reached the formation (assigned
target). In this phase, θ̇T is constrained such that θ̇T = 0.

2. Once the formation is reached, the virtual structure can vary according to equation
VI.6.

Validation by simulation This simulation shows the importance of bounding the angu-
lar velocity of the virtual structure θ̇T according to the kinematic constraints of the robots.
Hence, a mobile robot reaching a virtual target is simulated. The maximum angular ve-
locity of the robot is set to ωmax = 3rd/s. It is chosen k = 0.6s−1. According to equation
VI.6, and to simplify notation on figures, it is proposed to note P = ωmax − kπ. Based on
the chosen values of ωmax and k, P = 1.1.

First, it is proposed to show the importance of the transitional phase where the variation
of θ̇T must be set to 0. Hence, in Figure VI.8 (b), we can see that θ̇T increases at the
beginning of the simulation (from 0.1s) and the target trajectory follows immediately a
significant curve (cf. Figure VI.8 (a)). Consequently, oscillations are observed in the
robot trajectory. The robot correctly attains the target only when this one has a straight
trajectory (θ̇T = 0). Figure VI.8 (b) confirms this result. Naturally, the distance dS i (distance
robot-target) is oscillating in this case (cf. Figure VI.8.(c)). The Lyapunov function is also
oscillating (cf. Figure VI.8 (d)).

Figure VI.9 shows the importance of satisfying the condition described in equation VI.6
after the transitional phase. Once the target is attained (θ̇T = 0 until the moment 0.5s), the
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Figure VI.8: Undesirable oscillations of the robot trajectory if the transitional phase is not
imposed.

condition VI.6 is also satisfied. It can be seen that the robot goes toward the target. Even
if it increases, the variation of P is such that θ̇T < P (cf. Figure VI.9.(b)). In this interval,
the robot correctly tracks its target (cf. Figure VI.9.(a)). The distance dS i separating them
is dS i = 0 (cf. Figure VI.9.(c)). The Lyapunov function also decreases and then remains
equal to 0 (cf. Figure VI.9.(d)). After 9.5s, we remove the constraint (VI.6) such that θ̇T

can be θ̇T > P. It can be seen that the robot cannot track the target. The oscillation of
distance dS i and V confirms this (cf. Figures VI.9 (c) and (d)).

VI.3.3.3/ SAFE AND COOPERATIVE ROBOT INTERACTIONS

It is presented below two addressed issues linked to dynamic cooperation/coordination
between robots. The proposed strategies are not only specific to unicycle robots but
applicable for any mobile structure.

VI.3.3.3.1/ Dynamic targets allocation Each mobile robot should follow one of the
secondary targets forming the geometric shape. It is interesting to optimize the allo-
cation of the targets between the robots to rapidly reach the targeted formation shape
[Ze-su et al., 2012]. Information available for each roboti are its configuration (xi, yi, θi),
the one of the main virtual target (xT , yT , θT ) and, D j and Φ j | j=1..NT (cf. Figure VI.6).

A simple idea is that each robot chooses the closest target to track. However, this may
create conflicts when many robots choose the same target. To avoid this conflict, a hierar-
chy between them was adopted in [Benzerrouk et al., 2010b]. Hence, the desired target is
given to the robot of a higher rank. However, this hierarchy does not enable us to optimize
the time so that all of the formation is formed. In what follows, it is presented how each
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Figure VI.9: Undesirable oscillations of the robot trajectory if the imposed constraints on
the dynamic target are not verified (thus if |θ̇T | > P).

robot computes a coefficient per target to describe its interest for this one. Computed at
every time interval ∆T , this coefficient informs if this target is close or far from the robot
compared to the other targets. It is called Relative Cost Coefficient (RCC) and is noted
δ. Comparing RCCs of the same target allows each robot to decide if it takes this target
or gives it up to another. Hence, if this target is needed by another robot having more
difficulties to find another, it is given up to this robot (a form of altruism, where the interest
of the group comes before the individual interest). This joins also some works where
robots imitate some human behaviors while accomplishing their tasks: for example, im-
patience and acquiescence [Parker, 1998], auction methods [Gerkey and Mataric’, 2002]
were reproduced on robots to choose their tasks. These auction methods can be di-
vided in two different strategies: combinatorial methods which treat all possible combina-
tions to give the optimal distribution to the MRS [Berhault et al., 2003]; repeated parallel
auctions occurring every time interval to check that every robot has the suitable task
[Lozenguez et al., 2013b]. The proposed RCC algorithm aims to achieve this negotiation
between the robots in a simple but efficient way. The robot wins or loses a target by com-
puting and comparing their own RCCs for these targets. Only a minimalist communication
is needed between the robots.

The RCC corresponding to robot i for the target j is noted δi j. It is computed as:

δi j =
dS i j

NT∑
k=1

dS ik

=
dS i j

dS i j +
NT∑

k=1,k, j
dS ik

(VI.7)

where dS i j is the distance between the robot i and the target j. For a robot i, the set of
RCCs for all the targets is put in a vector ∆i. It is clear that 0 ≤ δi j ≤ 1 (cf. equation VI.7).
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Moreover, δi j is as close to 0 as

dS i j �

NT∑
k=1,k, j

dS ik . (VI.8)

Thus, every robot prefers the target with the smallest RCC because it is the closest one. It
is then noticed that the same result would be obtained by simply comparing the distances
to the different targets and directly choosing the closest one. However, the main objective
of the RCC is to negotiate the desired target with the others. Hence, if two robots i and
k ask for the same target j (they are in conflict for this target), distances dS i j and dS k j are
not sufficient to know which robot has to obtain it in order to reach faster the formation.
Therefore, to negotiate their targets, robots act according to the following proposition
[Benzerrouk et al., 2012a]:

Proposition If many robots are in conflict for one target, then this target is left to the
robot having the smallest RCC for this target.

In fact, according to equation VI.8, the strategy of this proposition is to compare the
situation of the robots according to the existing targets and to give up the desired one to
the furthest robot from the other targets. The proposed distributed strategy for dynamic
allocation of the targets is given in Algorithm 11.

Algorithm 11: Distributed virtual target assignment (NT ≥ N).
Require: Vectors ∆i, i = 1..N
Ensure: Choice of the virtual target to follow

1: while (Target not chosen) do
2: choose the target j corresponding to the smallest RCC ∆i( j);
3: if ∆i( j) < ∆k( j),∀k , i, k = 1..N then
4: go to line 11;
5: else
6: choose another target l such as ∆i( j) < ∆i(l) < ∆i(m),∀m , j;
7: j = l;
8: go to line 3;
9: end if;

10: end while;
11: go toward the chosen target ;

The proposed algorithm is distributed on all the robots. It requires that each robot i
communicates only its vector ∆i to the other ones. It is also proposed that a vector ∆i

includes the subscript i indicating the robot identifier. Identifiers of the robots are randomly
chosen and do not indicate any hierarchy for the target assignment.

According to this algorithm, every robot is able to deduce if the desired target will be really
available or it will be taken by another one having a less corresponding RCC. Negotiation
and allocation of the target is then done in a distributed manner. More details about RCC
are given in [Benzerrouk, 2010, chapter 2]. An actual experiment using RCC is given in
section VI.3.3.4.
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VI.3.3.3.2/ Toward a null risk of collisions Given the importance of safety functions
(as obstacle avoidance) for mobile robots (cf. section II.2, page 32), mainly if the sys-
tem becomes more dynamic with several interactions and reconfigurations (cf. section
VI.3.4.3), this function must be addressed therefore with even more attention. Several
works have been done in this area during our investigations, the most important are sum-
marized below.

It has been favored in the presented works the use of the fewest possible percep-
tions/communications/negotiation to perform the proposed safety mechanisms (reactive
features). In addition to static obstacle avoidance using limit-cycles (cf. section II.3, page
34), two enhancements are emphasized according to the nature of the obstacle to avoid
[Benzerrouk et al., 2013]:

1. general dynamic obstacles, and

2. robots of the same MRS, which supposes that each robot is able to recognize the
other robots endowed with the same avoidance features (robots of the same homo-
geneous MRS).

General dynamic obstacle avoidance Fully reactive obstacle avoidance based on
PELC permits us to choose the best direction of avoidance (clockwise or counterclock-
wise) according to the robot configuration (cf. section II.5.4.1, page 45). However, the
corresponding decision does not take into account the dynamic of the obstacle to avoid,
but only the current relative localization of the robot with regard to this obstacle (cf. Figure
II.11, page 48). First, let us recall very succinctly how we obtained the direction of reac-
tive avoidance. The value of r (cf. equation II.3, page 35) gives the direction of avoidance
while using this simple rule:

r =

1 if yRO ≥ 0 (clockwise avoidance)
−1 if yRO < 0 (counter-clockwise avoidance).

(VI.9)

even if this simple rule allows us to obtain interesting results since the decision to turn
clockwise or not is updated at each sample time (which permits therefore to avoid even
dynamic obstacles). Nevertheless, to enhance the avoidance of dynamic obstacles it is
proposed in [Benzerrouk et al., 2012b] to extend this method to dynamic obstacles with-
out losing the control reactivity. The idea is to find the best direction of avoidance using
PELC while taking into account the velocity vector of the obstacle. When a movement of
the obstacle position is detected, it is considered as a dynamic obstacle by the robot. The
objective for the robot is always to choose the most suitable side of avoidance (clockwise
or counter-clockwise) which allows reducing the robot path to its assigned target. Nev-
ertheless, for dynamic obstacles, the ordinate yRO cannot always be used as adequate
information to decide on the avoidance direction. In Figure VI.10(a), it can be noticed that
if the robot decides a clockwise motion (based on its relative positive ordinate yRO ≥ 0), it
fails to avoid this obstacle. In fact, the robot will go in the same direction as the obstacle
(vector ~vO on the figure). It may then uselessly diverge from its target by persisting in this
direction.

Rather than analyzing the sign of yRO, it has been proposed that the robot uses the ob-
stacle’s vector velocity ~vO. The idea is to project this vector on the YOT axis of the relative
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frame (XOT YOT ). The function r is then defined according to vOy as follows:

r =

1 if vOy ≤ 0 (clockwise avoidance)
−1 if vOy > 0 (counterclockwise avoidance).

(VI.10)

By using the projection vOy of the obstacle velocity, the obstacle is always
avoided round the back, such that the robot never cross the obstacle’s trajectory
[Benzerrouk et al., 2012b].

Obstacle avoidance between robots of the same MRS One can consider that every
robot of the MRS is treated as a dynamic obstacle and projects its velocity vector to
deduce the side of avoidance (cf. equation VI.10). However, some conflict problems could
appear when, for instance, two robots have to avoid each other in opposite directions
calculated by velocity vector projections [Benzerrouk et al., 2013]. To deal with this kind
of conflict, and assuming that each robot is able to identify robots of the same system,
it has been proposed to impose one reference direction for all the MRS. Hence, when
one robot detects a disturbing robot of the same group, it always avoids it in a counter-
clockwise direction (this can be seen as local roundabout between robots).

In addition, to avoid the inter-robot collisions it has been thus proposed a penalty func-
tion acting on the robot’s linear velocities [Benzerrouk et al., 2012b]. Furthermore, this
function enables us to enhance the trajectories’ smoothness and avoid oscillating robots
movements [Vilca et al., 2014]. Each robot is enclosed by two circles Cint and Cext with
respectively radius Rint and Rext (Rint < Rext) (cf. Figure VI.10(b)). The collision occurs
when the distance di j between roboti and robot j is less than Rint. Hence, the penalty
function ψ j

i for the roboti w.r.t. the robot j is defined as:

ψ
j
i (di j) =


1 if di j ≥ Rext

(di j − Rinti )/(Rext − Rinti ) if (Rinti < di j < Rext) and (xO j/Ri > 0).
0 if di j ≤ Rinti

(VI.11)

The modified linear velocity of the roboti is then given by:

v̄i = viψ
j
i . (VI.12)
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Figure VI.11: Integration of the penalty function in the proposed architecture.

Using the definition of Rinti (where Rinti , Rint j), it is guaranteed that two robots do not stop
simultaneously. Indeed, if the robots have the same Rinti we can observe local minima
in certain configurations, in fact, when di j < Rinti then ψ

j
i = ψi

j = 0 and the robots are
stopped at the same time. Rext is fixed according to communication constraints (latency)
and localization errors for instance. More details about the choice of Rint, Rext and the
extension of this method for more than 2 robots is given in [Benzerrouk et al., 2012b].
This penalty function can be easily integrated in the proposed control architectures (cf.
Figure VI.5), by adding a block after the output of the Control law block (cf. Figure VI.11).

VI.3.3.4/ EXPERIMENTAL RESULTS

Experiments were performed using Kheperar robots. The MRS perceptions have been
centralized. Hence, navigation was achieved on a platform equipped with a camera giv-
ing positions and orientations of the robots by detecting the bar code associated with
each one (cf. Annex A, page 171). This information was sent to the robots by a com-
puter through a Wi-Fi network. In [Benzerrouk et al., 2010b], the virtual structure has
a straight trajectory. It is presented in what follows to use circular motion such that
all the targets remain attainable by all the robots despite their kinematic constraints
[Benzerrouk et al., 2014]. Knowing that the dynamic of the virtual structure has to fol-
low equation VI.6, the radius Rvs of the circular motion formed by the main target T1 (cf.
Figure VI.12(a)) verify

Rvs =
vT

θ̇T
>

vT

ωmax − kπ
(VI.13)

with vT constant and vT � vmax.

First, a clockwise motion is considered (cf. Figure VI.12(a)). It is observed that the
robots converge to the virtual structure even without passing the transitional phase. The
reason is that Rvs is big enough and initial conditions of the robots are far from the critical
situations described in [Benzerrouk et al., 2014]. At moment t2 + ∆t, a jump of the virtual
structure state is produced (cf. Figure VI.12(b)). Also, the dynamic of the virtual structure
is changed so that its motion becomes counter-clockwise. The distances between the
robots and their targets are given in Figure VI.13. They decreased to 0, which confirms
that the formation was reached and maintained. When the virtual structure dynamic was
changed, the robots were far from their targets, which explains the observed jumps. The
same observations were noticed on the global Lyapunov function (cf. Figure VI.14).
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In terms of RCC use, at the beginning of the experiment (at t = t0 (cf. Figure VI.12(a))),
every robot calculates the RCC for all the targets. Results are given in Table VI.1. For
the robot R1, the smallest RCC corresponds to T3. This one is not desired by any other
robot since the RCC of R2 and R3 for this target is not the smallest one. However, R2
and R3 both ask for T2 through their RCC. Since R2 has the smallest one, R3 has to look
for another. It takes the remaining target T1. The second phase starts at t2 + ∆t (cf.
Figure VI.12(b)), and the robots recalculate again their RCC for each target. The RCC

147



CHAPTER VI. COOPERATIVE CONTROL OF MULTI-ROBOT SYSTEMS

are given in Table VI.2. This table shows that all the robots prefer target T2. R1 obtains
it because it has the smallest corresponding RCC. R2 and R3 search then for the target
with the RCC immediately higher than the RCC of T2. Again, both are interested in T1.
The latter is obtained by R3 because its RCC is smaller. R2 takes the remaining target
T3. It can be seen that R2 and R3 give up T2 to R1 (a kind of altruism is thus observed
[Benzerrouk et al., 2012a] [Adouane and Le-Fort-Piat, 2004]).

T1 T2 T3

R1 0.41 0.32 0.25
R2 0.39 0.23 0.33
R3 0.39 0.24 0.41

Table VI.1: Relative cost coeffi-
cient at moment (t0).

T1 T2 T3

R1 0.36 0.21 0.38
R2 0.37 0.22 0.40
R3 0.34 0.26 0.40

Table VI.2: Relative cost coeffi-
cient at moment (t2 + ∆t).

VI.3.4/ NAVIGATION IN FORMATION USING LEADER-FOLLOWER APPROACH

The navigation in formation is addressed in what follows while using the Leader-follower
approach [Vilca et al., 2014]. This approach has been adopted and applied on VIPALAV
vehicles (cf. Annex A, page 171). Several simulations and experiments will be given in the
following sub-sections to validate the different proposals linked to the stability (cf. section
VI.3.4.2) and the dynamic reconfiguration (cf. section VI.3.4.3) of the fleet of UGVs.

VI.3.4.1/ MODELING

The Leader-follower approach enables us to maintain a rigid geometric shape (e.g., a
triangle in Figure VI.15). The formation is defined in this case w.r.t. the Cartesian frame
(local frame of the leader). The proposed formation, based on Leader-follower approach,
is defined by:

• A Leader (UGVL in Fig. VI.15); its pose (xL, yL, θL) and its linear velocity vL determine
the dynamic of the formation.

• The formation structure is defined with as many nodes as necessary to obtain the
desired formation shape. Each node i is a virtual dynamic target (Tdi). The formation
is defined as F = {fi, i = 1 · · ·N}, where fi are the coordinates (hi, li)T of the dynamic
target Tdi w.r.t. the leader local reference frame.

The position and orientation of each node (virtual target) are computed from the leader
configuration. The leader position determines the node positions according to the for-
mation shape. The instantaneous center of curvature IccL of the formation is determined
by the leader according to its movements (cf. Figure VI.15). IccL allows us to compute
the desired orientation of the nodes according to the formation shape. The leader turns
around IccL (positioned perpendicularly to its rear wheels), then the other target set-points
Tdi must also turn around IccL to maintain a rigid formation. Thus, the target velocity vTi

must be tangent to the circle which has IccL as center and the distance between Tdi and
IccL as radius rcTi

.
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Figure VI.15: Maintaining a triangular formation by defining set-points according to a
mobile reference frame linked to the Leader (Leader-follower approach).

The idea behind this strategy is to eliminate the dependency of each UGV to a global
reference frame. A straightforward transformation can be applied to obtain the set-point
w.r.t. a local reference frame attached to the leader. The polar coordinates (ri,Φi) can also
be used by applying a straightforward transformation. An important advantage of the used
Leader-follower approach is that it does not depend here on any reference trajectory and
the formation is fully defined by the instantaneous dynamic of the leader. Furthermore,
the presented approach is more reactive in the sense that it takes at each sample time
only the current configuration and velocity of the Leader, instead of using the trajectory of
the Leader as a reference for the formation [Chen and Li, 2006, Shames et al., 2011].

An important consideration to take into account to achieve the presented formation strat-
egy, is that the followers have to know, as accurately as possible, the leader state (pose
and velocity). It is assumed in what follows that the leader sends its state by stable
Wi-Fi communication without latency. However, cameras and/or LIDAR sensors em-
bedded in each follower, can be used to estimate the leader state [Das et al., 2002]
[El-Zaher et al., 2012] [Vilca et al., 2015a].

In the sequel, fi is given in a global Cartesian frame to homogenize the notation of the
equations. The pose of the virtual target Tdi w.r.t. the leader pose in the global reference
frame can be written as (cf. Figure VI.15):


xTi = xL + hi cos(θL) − li sin(θL)
yTi = yL + hi sin(θL) + li cos(θL)
θTi = θL + βi

(VI.14)

where (xL, yL, θL) is the current pose of the leader and βi is the Tdi orientation w.r.t. the
leader pose. It is given by:

βi = arctan
(
hi/(rcL − li)

)
(VI.15)
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where rcL is the radius of curvature of the leader. Differentiating equation VI.14, the
velocities of each Tdi are given thus by:

vTi =
√

(vL − liωL)2 + (hiωL)2 (VI.16)
ωTi =ωL + β̇i (VI.17)

where vL and ωL are respectively the linear and angular velocities of the leader, β̇i is
computed as:

β̇i = −hiṙcL/
(
(rcL − li)2 + (hi)2

)
. (VI.18)

One can note from equation VI.18 that when β̇i is equal to zero, the formation has a
constant radius of curvature rcL and the angular velocities of the virtual targets are equal
to the angular velocity of the leader (ωTi = ωL) (cf. equation VI.17).

VI.3.4.2/ STABLE LF FORMATION USING DYNAMIC CONSTRAINED SET-POINTS

This part presents an adaptive computation of the leader constraints (its maximum linear
velocity and steering angle) to obtain the dynamic of each virtual target (thus the set-
points for the followers) which satisfy the vehicles constraints of the overall formation
[Vilca Ventura, 2015]. These adaptive constraints allow improving the rapidity and the
steady convergence of the desired formation shape.

The local frame of the leader allows us to keep a constant geometric structure during
the navigation of the group of UGVs (cf. Figure VI.15). The dynamic of this geometric
structure is subordinated to the dynamic of the leader (cf. equations VI.14, VI.16 and
VI.17). Furthermore, the dynamic of the virtual targets (cf. Figure VI.15) cannot be greater
than a maximum values which must be verified to reach and maintain the formation.

It is considered in what follows a homogeneous vehicles system, i.e., all UGVs have the
same physical constraints. The UGVs are modeled as a tricycle, then the linear velocity,
steering angle and acceleration of the followers are constrained by vmin, vmax, γmax and
amax. Hence, they must satisfy:

vmin ≤ |vTi | ≤ vmax (VI.19)

|γTi | ≤ γmax (VI.20)

|v̇Ti | ≤ amax (VI.21)

The dynamic of the virtual targets according to the leader dynamic are given using equa-
tions VI.16 and VI.17. Therefore, the leader constraints such as velocity, steering angle
and acceleration can be defined as functions of the UGV constraints (cf. equations VI.19,
VI.20 and (VI.21) and the formation shape.

The steering angle is directly related to the curvature of the vehicle cc = 1/rc = tan(γ)/lb.
Therefore, the steering angle constraint (cf. equation VI.20) can be written as a curvature
constraint. Moreover, ωL = vLccL . This representation as a function of ccL is useful for the
following computation. To simplify the notation, let us introduce:

A(ccL) = AcL = (1 − liccL)2 + (hiccL)2. (VI.22)
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By introducing (VI.16) and (VI.22) in the velocity constraint (VI.19), it is obtained:

vmin ≤ vLA1/2
cL ≤ vmax. (VI.23)

The steering angle constraint can be written as a function of curvature ccmax . Using (VI.16)
and (VI.17) to compute the curvature of the followers ccTi

= ωTi/vTi with (VI.18) and (VI.22),
it is obtained: ∣∣∣∣∣∣∣ ccL

A1/2
cL

+
hiċcL

vLA3/2
cL

∣∣∣∣∣∣∣ ≤ ccmax (VI.24)

where | · | is the absolute value of the expression.

The acceleration constraint (VI.21) is obtained by deriving vTi (VI.16):∣∣∣∣vLA−1/2
cL ((l2i + h2

i )ccl − li)ċcL + v̇LA1/2
cL

∣∣∣∣ ≤ amax. (VI.25)

An important term for the constraints is ċcL . For the tricycle, it is related to the velocity of
the steering angle of the leader which is given by:

ċcL = γ̇L sec2(γL)/lb (VI.26)

where γL is the steering angle of the leader and sec is the secant function.

Analyzing (VI.23), (VI.24) and (VI.25), we note that the limits of (VI.22) allow us to obtain
the leader constraints. The first derivate of A(ccL) is computed to obtain the minimum
value of (VI.22):

h2
m/

(
h2

m + l2m
)

= AcLmin ≤ A(ccL) ≤ A(ccLmax) (VI.27)

where fm = (hm, lm)T are the coordinates of the farthest node w.r.t. the instantaneous
center of rotation determined by the leader IccL . The limit of ċcL is given by:

ċcL ≤ ċcLmax = γ̇Lmax sec2(γLmax)/lb (VI.28)

where γLmax is the maximum steering angle of the leader.

Using equations VI.27 and VI.28 and applying the triangle inequality in equations VI.23,
VI.24 and VI.25, it is obtained:

vLmaxA1/2(ccLmax) < vmax (VI.29)

∣∣∣∣∣∣∣ccLmax

A1/2
cLmin

∣∣∣∣∣∣∣ +

∣∣∣∣∣∣∣ hmċcLmax

vLminA3/2
cLmin

∣∣∣∣∣∣∣ < ccmax (VI.30)

∣∣∣∣∣∣∣ vLmax

A1/2
cLmin

((l2m + h2
m)ccLmax − li)ċcLmax

∣∣∣∣∣∣∣ +
∣∣∣∣aLmaxA1/2

cLmax

∣∣∣∣ < amax (VI.31)

where vLmin = vmin/A
1/2
cLmin.

Finally, we obtain the leader constraints vLmax, ccLmax and aLmax which respect all the phys-
ical vehicle (followers) constraints while solving numerically the three inequalities given
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in equations VI.29, VI.30 and VI.31. Nevertheless, these fixed leader constraints can re-
duce drastically the dynamic of the leader (velocity, steering angle and acceleration close
to their minimum values) and therefore the dynamic of the formation. To achieve this, we
proposed an adaptive constraints, velocity and steering angle using the dynamic of the
leader, which permits to improve the convergence toward the desired formation and to
keep it. The proposed adaptive constraints of the Leader are given by:

vLmin =vL (VI.32)

vLmax =vmaxA−1/2
cL (VI.33)

∣∣∣∣∣∣∣ccLmax

A1/2
cLmin

∣∣∣∣∣∣∣ =ccmax −

∣∣∣∣∣∣∣ hmċcL

vLminA3/2
cL

∣∣∣∣∣∣∣ (VI.34)

where A(ccL) and ċcL are the instantaneous values according to the current ccL of the
leader. These adaptive constraints are obtained from equations VI.29 and VI.30 to get
the maximum values (velocity and steering angle) according to the leader curvature (cf.
equation VI.22). The adaptation of vLmin and the instantaneous values of ċcL allow us to
increase the limits of γLmax while decreasing the second term of equation VI.30. Further-
more, ccL contributes to increase the limits of vLmax, e.g., when the vehicle is moving in a
straight line, the formation can navigate with vmax.

Simulation results This section shows the evolution of a group of N = 3 UGVs navi-
gating in a cluttered environment while keeping the desired LF formation. All simulations
were made in MATLABr software. The physical parameters of the used UGV are based
on the urban vehicle VIPALAB (cf. Annex A, page 171). The UGV constraints are mini-
mum velocity vmin = 0.1 m/s, maximum velocity vmax = 1.5 m/s, maximum steering angle
γmax = ±30◦ and maximum acceleration amax = 1.0 m/s2. It is considered that the sample
time is 0.01 s. Each UGV has a range sensor (LIDAR) with a maximum detected range
equal to Dmax = 10 m and a stable communication network. The controller parameters are
set to K = (1, 2.2, 8, 0.1, 0.01, 0.6) (cf. section III.2.2, page 57). These parameters were
chosen to obtain a safe and smooth trajectory, fast response and velocity value within the
limits of the vehicle capacities.

For each simulation the vehicles start at the same configuration and must reach the same
final configuration. One UGV is considered as the leader, i.e., the formation will be defined
according to its configuration. We consider a triangle shape F =

(
(−4,−2)T , (−4, 2)T

)
m

(cf. Figure VI.15). The initial positions of the vehicles have an offset (∆x,∆y) = (1, 0.5) m
from the initial position of their assigned virtual targets. The group of UGVs has to keep
the formation while moving in a cluttered environment. A static target is defined in the
environment, and the leader (and thus the formation) has to go toward it while avoiding
any disturbing obstacle.

The group of UGVs navigates in triangular formation. When the leader detects an obsta-
cle with adequate range, then the whole formation will avoid it while keeping the desired
shape using the limit-cycle method. Kp corresponding to a PELC safe margin (cf. equa-
tion II.3, page 35) is increased by 2 m to allow a safe formation navigation. Indeed,
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limit-cycles obstacle avoidance navigation has been proposed initially for the naviga-
tion by single robots, and it is extended in this work to the case of a group of UGVs.
Knowing that the formation is defined by longitudinal hi and lateral li coordinates (cf.
equation VI.14) (cf. Figure VI.15), the value of Kp is chosen in order to take into ac-
count the maximum lateral coordinate of the formation shape limax. The advantage of the
proposed method is to maintain the shape of the whole formation even when obstacles
hinder the formation navigation, instead of having each robot locally avoid the obstacles
[Benzerrouk et al., 2012a].

The followers track their virtual target to keep the desired formation F. Figures VI.16(a)
and VI.16(b) show respectively the trajectories of the UGVs without leader constraints
and using the proposed adaptive leader constraints. Figures VI.17(a) and VI.17(b) show
respectively the velocities and steering angles of the UGVs without adaptive leader con-
straints and using the proposed adaptive constraints. The presented method allows us
to obtain smooth (values of the vehicle commands) and safe (obstacle avoidance) navi-
gation in formation (cf. Figures VI.16(b) and VI.17(b)). The trajectories of the formation
without leader constraints have some oscillations which are related to the case when the
velocities of the virtual targets are greater than vmax (cf. Figure VI.17(a)). Furthermore, it
is noted in Figure VI.17(b) that the velocities and steering angle of the followers comply
with their physical constraints when the proposed adaptive leader constraints are applied.

Figure VI.18 shows the values of errors d and eθ between each UGV and its virtual target.
For the formation using adaptive leader constraints, it is observed in Figure VI.18 some
small peaks that are related to the fast dynamic change of the leader (dynamic of the
formation is increased and the saturation occurs in the followers (cf. Figure VI.17(b)))
when the leader curvature is incremented.

To quantify the distortion between the desired formation F and the real obtained forma-

(a) Without adaptive leader constraints

(b) With adaptive leader constraints

Figure VI.16: Navigation in formation F of a group of N = 3 UGVs.
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(a) (b)

Figure VI.17: Commands of the UGVs (a) without dynamic leader constraints, and (b)
while using the presented adaptive leader constraints.

tion shape, the Procrustes shape distance was used [Kendall, 1989] [Ze-su et al., 2012].
Basically, the Procrustes distance Pd is a least-squares type shape metric that requires
aligned shapes with one-to-one point correspondence. Figure VI.19 shows the evolution
of the Procrustes distance Pd between the positions of the vertex for different leader ve-
locities. It is observed that the formation without leader’s constraints does not converge to
the desired formation shape F. It occurs when the dynamic constraints are not satisfied
by the virtual targets. The followers cannot reach their assigned targets and the conver-
gence of the formation is therefore not guaranteed (cf. Figures VI.18 and VI.19, dotted
lines). Contrary to this, the formation using the proposed adaptive leader’s constraints
converges to the desired formation shape F (cf. Figures VI.18 and VI.19, continuous
lines).

Figure VI.18: Distance and orientation errors of the UGVs w.r.t. their virtual targets with
and without adaptive Leader Constraints (LC).

VI.3.4.3/ DYNAMIC AND SMOOTH FORMATION RECONFIGURATION

The challenge consists in what follows to guarantee the stability and the safety of the
multi-vehicle system at the time of transitions between configurations (e.g., line toward
square, triangle toward line, etc.) [Vilca et al., 2014]. This will make it possible to change
online the formation shape of the MRS according to the context of navigation (e.g., to
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Figure VI.19: Formation shape F during the navigation with and without adaptive Leader
Constraints (LC).

pass from a triangle configuration toward a line if the width of the navigation way is not
sufficient).

Different methods dealing with formation reconfiguration have been proposed in the lit-
erature [Chao et al., 2012, Chen and Li, 2006, Das et al., 2002]. Many methods exploit
Model Predictive Control (MPC) based on time horizon and optimization of a cost func-
tion [Chao et al., 2012]. These methods are generally time-consuming due to predictive
computation w.r.t. a time horizon. Moreover, they were applied to small unicycle robots
and are based on predefined trajectories computed along this time horizon. It is pre-
sented in what follows a new Strategy for Formation Reconfiguration (SFR) based on
suitable smooth switches between different virtual target configurations.

It is considered in the following a deterministic target assignment, and a label Hi of the
virtual target Tdi is assigned to UGVi at the beginning of the experiments. This label is kept
by each UGV in the reconfiguration phase. It is important to notice that the new virtual
targets (defined on the new formation shape) must be ahead of the UGVs to guarantee
the stability of the overall system (the vehicle must not go back to reach the new virtual
target). If this condition is not satisfied, then the former formation will be adapted by
increasing smoothly and contentiously the longitudinal coordinates hi until all UGVs are
positioned in the right configuration. The error between the coordinates of the former and
the new formation e fi(ehi , eli) is defined as:

e fi = fn
i − f f

i (VI.35)

where f f
i (h f

i , l
f
i ) and fn

i (hn
i , l

n
i ) are respectively the coordinates of the former formation and

the new desired formation (cf. Figures VI.15 and VI.20).

The reconfiguration process between the different formation shapes is given by:

fi =

{
hi = hn

i − ehie
−kr(t−tr), li = lni ; if ehi < 0

hi = hn
i , li = lni ; if ehi ≥ 0

(VI.36)

where fi(hi, li) are the coordinates of the current virtual target Tdi to be tracked by the
follower UGVi. ehi is the longitudinal coordinate of e fi that enables to detect if the virtual
target is ahead of its corresponding follower (ehi ≥ 0). The adaptation function when ehi < 0
(virtual target behind to followeri) is set as proportional to the error between formation
shapes, where kr is a real positive constant designed according to the dynamic of the
leader and tr > 0 is the initial time for the reconfiguration process.
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Figure VI.20: Formation reconfiguration between, for instance, triangular and linear for-
mation shapes.

Figure VI.21: Navigation with reconfiguration in formation for a group of N = 3 UGVs.

VI.3.4.4/ SIMULATIONS AND EXPERIMENTS

This section shows the navigation of a group of N = 3 UGVs in a cluttered environment.
The reconfiguration strategy (SFR) between the formation shapes is analyzed. The radius
for non-collision between UGVs (cf. section VI.3.3.3.2) are selected as RintL = 1.8 m,
Rint1 = 2.2 m, Rint2 = 2.0 m and Rext = 2.7 m. The UGVs’ control parameters and features
are those given in section VI.3.4.3. For each simulation the vehicles start at the same
configuration and must reach the same final configuration. The initial positions of the
vehicles have an offset (∆x,∆y) = (1, 0.5) m from the initial position of their assigned
virtual targets.

Figure VI.21 shows the navigation of 3 UGVs in a cluttered environment. It is considered
that the initial formation coordinates are defined by F = (f1, f2), with f1 = (−4,−2)T m and
f2 = (−4, 2)T m (triangular shape). Therefore, the group of UGVs must keep the formation
while moving in a cluttered environment. A static target is defined in the environment, the
leader (and thus the formation) must go toward it while avoiding the hindering obstacle.
The new targeted formation is defined as a straight line with the following coordinates
Fn = (fn

1, f
n
2), with fn

1 = (−6, 0)T m and fn
2 = (−3, 0)T m.

At the beginning of the simulation (cf. Figure VI.21), the navigation of the group of UGVs
is in triangular formation F. When the leader detects an obstacle with adequate range to
allow the formation reconfiguration, then the leader avoids the obstacle using the limit-
cycle method [Adouane et al., 2011] and sends the new desired formation Fn to the other
UGVs (followers) to reconfigure the formation. The formation returns to triangular shape
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(a) (b)

Figure VI.22: (a) Distance and orientation errors of the UGVs w.r.t. their virtual targets.
(b) Distance among the UGVs.

(a) (b)

Figure VI.23: (a) Velocities commands of the UGVs. (b) Progress of the set-points defini-
tion fi according to the proposed SFR.

F, when the leader does not detect obstacles that can hinder the other UGVs’ movements
and the last follower left behind the avoided obstacle. The adaptation phase enables to
have the virtual target always ahead of the followers to obtain a suitable adaptive forma-
tion reconfiguration (cf. Figures VI.22(a) to VI.23(b)).

Figure VI.22(a) shows the values of errors d and eθ between each UGV and its virtual
target. At first reconfiguration, it can be observed that the follower 1 waits until its assigned
virtual target is ahead. Moreover, it is noted some small peaks that are related to the fast
dynamic change of the leader (the dynamic of the formation increased and the saturation
occurs in the followers when the leader curvature is increased). Figure VI.22(b) shows
the distances between the UGVs. This last figure shows clearly the non-collision between
the UGVs in the formation, i.e., di j > Rint12 .

Figures VI.21 and VI.23(a) show respectively the trajectories and the velocities of the
UGVs. It can be noted that the vehicles’ trajectories are smooth along the navigation and
there are neither collisions with the obstacles nor inter-vehicle collisions. The reconfigu-
ration strategy was designed to reduce the peaks of the control commands of each UGV
when the transition between the formations occurs (cf. Figure VI.23(a)). The proposed
strategy allows thus to adapt the formation according to the environment context. Figure
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Figure VI.24: Final demonstration given in the context of the SafePlatoon project.

VI.23(b) shows the evolution of the formation coordinates (hi, li) (virtual target positions).
It can be observed that the adaptation phase of hi when the follower is always ahead of
its new assigned virtual target (cf. equation VI.36) which attests to the efficiency of the
presented reconfiguration strategy.

An experimentation was made using 3 VIPALABs. The objective is to validate the pro-
posed strategies based on the Leader-follower approach and reconfiguration mechanism.
Figure VI.24(a) shows the sequence of the MRS evolution, from the beginning with the
initial triangular formation to a linear one, when the Leader detects an obstacle, and once
the last follower detects the end of the obstacle, the formation returns to the triangular
formation in a smooth way. Figure VI.24(b) shows the trajectories of the 3 VIPALABs, and
it attests to the safety and the smoothness of the performed navigation in formation and
its reconfiguration.
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VI.4/ CONCLUSION

This chapter has focused on the control of multi-robot systems. This control was made
relatively easier thanks to the use of a bottom-up approach, followed since the beginning
of this manuscript. It constitutes a natural extension of the previous presented multi-
controller architectures in order to deal with complex multi-robot systems.

After giving an introduction on the general definitions / concepts / tasks / potentialities
linked to Multi-Robot Systems (MRS), an overview was presented of our different ad-
dressed multi-robot tasks. Indeed, in addition to the navigation in formation, which is
the main multi-robot task addressed through our works, it has been investigated mainly
two other cooperative tasks (namely: “Cooperative manipulation and transportation” and
“Cooperative exploration under uncertainty”). These two tasks use mobile robotic enti-
ties and the necessity to coordinate their movements in order to optimize the mission
achievement.

Afterward, the focus was on dynamic multi-robot navigation in formation and on the
adopted cooperative strategies to perform safe, reliable and flexible navigation in cluttered
environments. In the presented works, two main approaches have been emphasized:

• the “Virtual Structure” (VS) approach applied on Kheperar mobile robots (unicycle
structure) and

• the “Leader-Follower” (LF) approach applied on VIPALABr vehicles (tricycle struc-
ture).

For both approaches, a dedicated stable multi-controller architecture has been used
based on target reaching/tracking. This strategy allows us to obtain a reactive archi-
tecture in the sense that the robots track the instantaneous state (pose and velocity) of
their allocated virtual targets (thus, without any use of a reference trajectory or a trajec-
tory planning process). An important part of this chapter focused on the way to ensure
the formation reliability and stability. This was ensured while constraining the robots’ set-
points to become always attainable by the MRS. These formalizations permit us to obtain
the maximal authorized dynamic of the formation while taking into account the robots’
structural constraints and the targeted formation shape. The reliability of the achieved
multi-robot task was evaluated according to a global Lyapunov function or Procrustes
distances.

It was also presented in this chapter the adopted cooperative strategies to answer to the
following questions:

• q1: How do the robots determine their appropriate position in the formation?

• q2: How do the robots act if there are obstructing obstacles (static/dynamic/others
robots)?

• q3: How does the MRS adapt dynamically its formation in order to deal with its
environment (dynamic / configuration)?

To answer to these questions, the following was proposed:
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• a1: A dynamic targets allocation process called “Relative Cost Coefficient” (RCC).
It corresponds to a cooperative and altruistic protocol between the robots in order
to rapidly reach the formation. It permits us to have a decentralized and simple way
to share the targets between the robots.

• a2: Several techniques have been proposed to enhance the robots’ safety:

– In the case of any identified dynamic obstacle, the obstacle avoidance strat-
egy based on limit-cycles presented in chapter II has been enhanced. In its
new version, it takes into account the obstacles’ velocities to choose the most
appropriate direction of avoidance.

– In the case of obstacle avoidance between robots of the same MRS, two mech-
anisms have been presented: the first is to impose one reference direction for
all the MRS. Hence, when a robot detects a disturbing robot of the same group,
it will always avoid it in a counter-clockwise direction (this can be seen as a lo-
cal roundabout between them). The second enhances the inter-robot safety
while defining a “penalty function” acting on the robots’ linear velocities.

– In the case of obstacle avoidance, when the group is already in formation, it
has been shown that the group can avoid the obstacle using three possible
behaviors: each robot can locally avoid the obstacle using limit-cycles; or the
MRS maintains its initial formation while using an appropriate limit-cycle with
enough safe distance; the MRS switches to platoon formation the necessary
time to safely avoid the obstacle.

• a3: An adaptive and safe Strategy for Formation Reconfiguration (SFR) based on
suitable smooth switches between different virtual target configurations. This strat-
egy avoids the use of predefined trajectories and it can be applied in several situa-
tions when the formation has to be modified according to the environment context
(dynamic, cluttered, etc.).

Several simulations and experiments, using either Khepera or VIPALAB robotic struc-
tures, highlighted the different proposals presented in this chapter.
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GENERAL CONCLUSION

The presented research investigations are focused on the way to increase the autonomy
of mobile a mono robot as well as Multi-Robot Systems (MRS) to achieve complex
tasks. More precisely, the main objective is to propose appropriate control architectures
in order to enhance the safety, flexibility and the reliability of autonomous navigations
in complex environments (e.g., cluttered, uncertain and/or dynamic).

Although the developed concepts/methods/architectures could be applied for different do-
mains (such as service robotics or agriculture), the transportation domain remains the
privileged target. Applications include the transportation of persons (private car or public
transport) as well as merchandise transportation (in a warehouse or port for instance).

The proposed control architectures (decision/action) have been addressed through
three closely related elements: task modeling (according for instance to appropriate
local or global reference frames); planning (short and long-term set-points generation)
and finally automatic control aspects (stability and reliability for reaching the set-points).
The above elements were gathered on appropriate multi-controller architectures, us-
ing a bottom-up approach, to tend ineluctably toward fully autonomous robot navigation
even in highly dynamic and cluttered environments. In the overall presented works, the
main objective is to develop autonomous mobile robots while using a generic, reliable
and flexible process for modeling, planning and control. The proposed control architec-
tures aim to deal online and safely with unpredictable/uncertain situations, and to optimize
the overall robot navigation if the environment is well-known/mastered. It was highlighted
also in our approach the importance to link the automatic control tools to those related
to Artificial Intelligence (such as Markov Decision Process (MDP), Multi-Agent System
(MAS) or Fuzzy Logic). In fact, even if the main targeted tasks concern autonomous
navigation of vehicles for public transportation, which need a very high level of reliability,
there exists always certain “navigation functions” (dealing for instance with the reasoning
under uncertainties or to robots’ coordination) which can be delegated to a higher level of
abstraction and reasoning without losing the overall reliability of the control.

A large number of simulations and experiments using either Kheperar robots (unicycle
structure) or VIPALABr vehicles (tricycle structure) demonstrates the efficiency of the
different proposals. More precisely, our contributions can be classified in 4 categories:
(1) methodological certification; (2) obstacle avoidance based PELC; (3) optimal short or
long-term Trajectories/Waypoints planning; and finally (4) cooperative mobile multi-robot
systems.
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1. METHODOLOGICAL CERTIFICATION

1.1. HOMOGENEOUS AND RELIABLE MULTI-CONTROLLER ARCHITECTURES

The use of multi-controller architectures is certainly the first characteristic of the adopted
control methodology. Indeed, using this kind of control permits us to break up the com-
plexity of the overall tasks to be carried out (by mono as well as by cooperative multi-robot
systems) and allows therefore a bottom-up development (cf. section I.4, page 21).

To demonstrate and certify the safety and reliability of the proposed multi-controller archi-
tectures, we had to develop/define several techniques/conventions/ ideas:

• Homogeneous set-points definition: Based on target reaching/tracking. These
set-points TS = (xT , yT , θT , vT ) permit a generic and flexible way to define almost all
mobile robotic sub-tasks (cf. section II.4, page 39).

• Stable control laws: Once the format of set-points is defined, it is enough to de-
velop appropriate stable control laws, which take into account the robot’s structural
constraints to stabilize the error asymptotically to zero. It is important to notice that
the stability demonstrations have been proved while using mainly Lyapunov syn-
thesis, and this for proposed elementary controllers (cf. section III.2, page 54) as
well as for the overall multi-controller architectures (cf. section III.3, page 59).

• Reliable elementary controllers: To perform reliable robot navigation it is impor-
tant to appropriately define the elementary controllers (behaviors) composing the
multi-controller architecture (e.g., Leader tracking/following or obstacle avoidance).
This is obtained while having a good balance among the following:

– The set-points definition, which depends on the environment contexts (e.g.,
cluttered or not, dynamic or not, etc.). See for instance the influence of the RS

parameter (cf. section II.4.2, page 40) which impacts the effective values of
the obtained set-points TS . RS has been chosen = 0 in order to perform fully
reactive obstacle avoidance (cf. motivation given in section II.5.4.1 (page 45)).

– The controllers law’s parameters. See for instance section V.3.1 (page 103) to
determine the relation between the upper bound of the control errors and the
controller parameters K.

• Reliable controller coordination: It is not enough to prove the stability of each
elementary controller to guarantee the overall multi-controller architecture stability
(cf. section I.4.2, page 24). In fact, it is important also for such architectures to
master the coordination between controllers’ actions (hard switch or merging) in
order to achieve smooth and reliable robot navigation. Several techniques were
presented in section III.3 (page 59) to master these controller interactions. Never-
theless, the most conclusive are those based on hard switching where the poten-
tialities of HybridCD (Continuous/Discrete) systems have been taken as a formal
framework to demonstrate analytically the overall architecture stability (while mini-
mizing the controllers’ set-points jerking). In this kind of controller coordination, two
mechanisms of control, based on Adaptive Functions (cf. section III.3.1) or Adap-
tive Gains (cf. section III.3.2), have been presented and implemented on effective
architectures.
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It is interesting to notice that the homogeneous set-points definition permits us to have
a common control law shared by several controllers. The proposed architectures enable
us therefore to considerably simplify the stability analysis of the overall multi-controller
architectures.

1.2. NAVIGATION THROUGH SEQUENTIAL WAYPOINTS

A new strategy was proposed based on successive static target reaching to perform re-
liable robot navigation even in a cluttered environment (cf. section V.2, page 99). This
strategy is an alternative (or a complementary) strategy to the widely used navigation
approaches based on predefined reference trajectories. The main motivation of the pro-
posed methodology arises from the need of further improving the navigation flexibility (to
deal with different environments, tasks and contexts) while maintaining a high level of re-
liability and safety. Indeed, the use of only a discrete set of waypoints to guide the robot
enables us to perform more maneuvers between waypoints (without the necessity of re-
planning any reference trajectory4), while remaining reliable, smooth (robot’s set-points
and trajectories) and safe (non-collision w.r.t. the road limits or any obstacle).

1.3. APPROPRIATE REFERENCE FRAMES FOR TASK MODELING/ACHIEVEMENT

For simple and efficient description of robot navigation in any kind of environment, we
proposed tasks modeling based on specific reference frames assigned for each obsta-
cle / wall / target / etc. inside the considered environment (or at least for each element
inside the robot’s field of view). These specific reference frames guide the robot be-
haviors and permit us to evaluate the success of the current achieved sub-task (e.g.,
wall following, obstacle avoidance, target reaching/tracking, etc.). Each elementary refer-
ence frame therefore orientates locally the robot navigation. A kind of analogy could be
established with robot manipulators modeling (cf. section II.3.2, page 37). The context of
robot navigation is obviously different but the proposed reference frames help to make a
reasoning on the efficiency of the robot movements in order to reach its final objective.

More precisely these reference frames permit in section II.3.2 (page 37) to perform local
and reactive obstacle avoidance-based PELC (Parallel Elliptic Limit-Cycle) and in section
IV.3.2 (page 80) to optimize an overall global trajectory based on global PELC (gPELC).
As emphasized also in the proposed strategy of navigation through sequential waypoints
(cf. section V.2, page 99) appropriate reference frames have been used to know when
switching from one target to another.

2. OBSTACLE AVOIDANCE BASED ON PELC

The obstacle avoidance controller is one of the most important components to perform
reliable robot navigation in cluttered and dynamic environments. It is the reason which
led us to pay much more attention to the development of such controller. It has been
proposed a reliable and flexible obstacle avoidance controller based on generic orbital

4Which could be time-consuming and/or complex, mainly in cluttered and dynamic environments (cf.
section V.1).
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trajectories, called PELC (Parallel Elliptic Limit-Cycle) and appropriate use of refer-
ence frames attributed to each static or dynamic obstacle in the environment (cf. section
II.3.2, page 37). The PELC enables us to bypass obstacles while keeping them always
at a minimal distance (offset) (cf. section II.3.1, page 34). It does not need any complex
computation, from the moment that the parameters of the surrounded ellipse (character-
izing the identified obstacles) are known. In addition, for the need of on-line obstacle
avoidance controller several techniques to detect and to characterize efficiently obsta-
cles were proposed (cf. section II.5.2, page 42).

The use of the presented obstacle avoidance techniques based on limit-cycles has been
proved to be very reliable and flexible to deal with different kinds of environments (e.g.,
cluttered or not, structured or not, static or dynamic). Several simulations and experi-
ments showed its potentialities, for instance to perform reactive robot navigation (cf. sec-
tion II.5.5, page 49); hybrid (reactive/cognitive) navigation (cf. section IV.4.4, page 89)
or for multi-vehicle navigation in cluttered environments (cf. sections V.5.2 and VI.3.4.4,
pages 125 and 156 respectively).

3. OPTIMAL SHORT OR LONG-TERM TRAJECTORIES/WAYPOINTS PLANNING

Several techniques of trajectories/waypoints planning were proposed (for both: short-
term and long-term planning). Some of them use classical techniques (such as
Clothoids or Artificial Potential Fields) which were adapted according to the new con-
straints/requirements of the achieved tasks (cf. section IV.2, page 77). The other part
proposed techniques are relatively new in the sense that they use innovative compo-
nents/methodology to plan the robot’s movements. These techniques are based on Multi-
criteria optimization and categorized as:

• Waypoints generation: To perform navigation based on sequential waypoints
reaching (cf. section V.2, page 99) optimal techniques have been proposed to
optimize the generation of the set of waypoints (number, poses, velocities, etc.).
Specifically an Optimal Multi-criteria Waypoint Selection based on Expanding Tree
(OMWS-ET) or based on Grid-Map (OMWS-GM) were proposed (cf. section V.4,
(page 109)).

• Optimal path planning-based PELC: PELC can be used as an instantaneous
planner to perform reactive obstacle avoidance (as given in section II.5.4.1 (page
45)), but can be used also for more sophisticated avoidance / navigation. For short-
term planning it was proposed the optimal PELC (PELC*, (cf. section IV.3.1, page
78)) which is obtained while including several sub-criteria and constraints, among
them the robot’s initial state and structural constraints (nonholonomy and maxi-
mum steering); the enhancement of smoothness, safety of the obtained trajecto-
ries as well as the minimization of the robot’s traveled distance. Furthermore, to
perform appropriate cognitive navigation (when the overall environment is relatively
well known), it is important to have a long-term planning technique. Hence, it was
proposed to appropriately sequence a multitude of PELC* to obtain optimal global
path planning-based PELC* (gPELC*) (cf. section IV.3.2, page 80).

In addition, according specially to the possibility of using PELC as an instanta-
neous/short or long-term planner, it served us, as a main component to propose a
HybridRC (Reactive/Cognitive) control architecture. More specifically, a HybridRC
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and Homogeneous (in term of set-points and control law) Control Architecture
(HHCA (cf. section IV.4, page 85)) was proposed. The main objective of this ar-
chitecture is to permit us to deal on-line and safely with unpredictable/uncertain
situations (reactive navigation), and to optimize the overall vehicle navigation if the
environment is well-known/mastered (cognitive navigation). The proposed HHCA,
with its different blocks and mechanisms, proved to be generic, flexible and reli-
able to deal with a large variety of environments (cluttered or not, structured or not
and dynamic or not) while guaranteeing the smoothness of the switch between the
robot’s different navigation modes.

4. COOPERATIVE MOBILE MULTI-ROBOT SYSTEMS

Given notably the adopted multi-controller architecture (with its bottom-up construction)
and the capitalization of knowledge, the already proposed techniques/components were
naturally extended to deal with an even more complex system such as dynamic Cooper-
ative Multi-Robot Systems (CMRS). Besides navigation in formation, which is the main
multi-robot task addressed through our works, two other cooperative tasks were inves-
tigated (namely: “Cooperative manipulation and transportation” and “Cooperative
exploration under uncertainty”). These two tasks share the fact of using mobile robotic
entities and the necessity to coordinate their movements in order to optimize the mission
achievement (cf. section VI.2, page 131).

To perform multi-robot navigation in formation, we used mainly two approaches: “Virtual
Structure” (VS) (cf. section VI.3.3, page 138) and “Leader-Follower” (LF) (cf. section
VI.3.4, page 148) to obtain safe, reliable and flexible cooperative navigation in cluttered
environments. An important part of the proposed approaches made the focus on the way
to ensure the formation reliability and stability. This was ensured notably while constrain-
ing the robots’ set-points to become always attainable by the MRS. These formaliza-
tions therefore permit us to obtain the maximal authorized dynamic of the formation while
taking into account the robots’ structural constraints and the targeted formation shape.

In terms of cooperative strategies between the robots, several techniques / mechanisms
were proposed such as:

• A decentralized approach to determine the robot’s appropriate position in the forma-
tion which uses a specific dynamic targets allocation process called “Relative Cost
Coefficient” (RCC).

• Several robots’ safety functions proposed to better master the robot-robot coordina-
tion and the robot-“dynamic obstacles” avoidance (cf. section VI.3.3.3.2, page 143),
such as extension of the technique of obstacle avoidance based on limit-cycles to
take into account the obstacles’ velocities or the “penalty function” to enhance
inter-robot safety while acting on their linear velocities.

• An adaptive and safe Strategy for Formation Reconfiguration (SFR) based on suit-
able smooth switches between different virtual target configurations. This strategy
avoids the use of predefined trajectories and it can be applied for different situa-
tions when the formation shape has to be modified dynamically according to the
environment context (dynamic or not, cluttered or not, etc.).
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PROSPECTS

The prospects inherent to our research are varied and extensive, as the search fields
investigated during these last 9 years. The most important prospects are given sum-
marily in what follows. For the long-term horizon the objective is to more fully standard-
ize/homogenize the task of modeling and improve decisional/control processes in order
to tend ineluctably toward fully autonomous robots (cf. section I.2, page 14). Nowadays
and according to the very rapid developments of software and hardware components,
artificial life (as emphasized by Level 4 (cf. Figure I.9, page 23)) could become a reality
in a few decades.

More specifically it is targeted in the short and mid-term horizon to extend the potentiali-
ties of multi-controller architectures in order to gradually enhance the autonomy of mobile
robots. The main elements which must be improved for multi-controller architectures cor-
respond are:

• Demonstration of the overall control stability and reliability even in the presence
of uncertainties (due for instance to the perceptions or to the robot modeling).
The proposed mechanisms dealing with HybridCD systems will be extended while
having always a formal framework to deal with such architecture. The degrees of
robustness of the system to the noise/uncertainties should be quantified via suitable
metrics in order to have a rigorous analysis of the control performances.

• Proposition of an analytic formulation of the optimal balance between reactive and
cognitive robot navigation. This would be resolved notably by using appropriate
metrics to better characterize the environment (dynamicity / uncertainty / etc.).

Furthermore, even if several interesting robotic tasks can result from the already investi-
gated works, it is intended in near future to focus on the two subjects/tasks (given below).

1. NAVIGATION WITH EVEN MORE DYNAMIC, RELIABILITY AND EFFICIENCY

Even if the proposed control architectures have been applied exclusively to indoor and
urban areas (thus for relatively low robot’s velocity), it is expected to extend the proposed
techniques for autonomous motorway navigation. More precisely the proposed navi-
gation through waypoints (cf. chapter V) and the developed optimal local planners (mainly
using PELC* and Clothoids) will be extended to take into account the vehicle’s dynamic
parameters (e.g., inertia, linear and angular accelerations). The main objective is to ob-
tain reliable and safe navigation even for high vehicles’ velocities and possible obstacles
in the way. The use of dynamic model will also allow to address the energy efficiency
and the passengers comfort. In fact, the expected used models imply the control of
lateral and longitudinal vehicle’s accelerations which is an interesting indicators to deal
with the above criteria.

Platooning of vehicles in motorway and the possibility to insert and to remove a ve-
hicle from the formation is among the useful and challenging task (cf. section I.1, page
10) which could be resolved notably while taking inspiration from the developed Leader-
Follower approach and the proposed techniques of formation reconfiguration.

166



VI.4. CONCLUSION

2. COOPERATIVE GROUND AND AERIAL VEHICLES

It is aimed to extend the proposed techniques for cooperative ground robots so that they
can be applied for heterogeneous cooperative entities. More precisely, it is intended
to allow the cooperation of Unmanned Ground and Aerial Vehicles (UGV and UAV) to
address the complex task of exploration and surveillance of a large and dynamic
areas. The cooperation of such kind of heterogeneous multi-robot system (grounded
and aerial) aims mainly to take the advantages and the complementarities aspects be-
tween each elementary system to achieve complex missions with more reliability. The
advantages of cooperative UGV and UAV is manifold. Indeed, it is well known, that UAVs
have a high ability to visit a large area as quickly as possible, however UAVs could have
a big lack of autonomy (energy) and of computations and/or sensors power, whereas
UGVs could have much better energy-autonomy, accurate perceptions and possibility to
access to ground areas not accessible for the UAV (for instance, in a dense forest or
after an earthquake in an urban environment). The groups of heterogeneous systems
need therefore to cooperate between them to maximize the group field of view. In other
words, the main objective is to obtain the best spatio-temporal robots configuration / re-
configuration to cover a large free space (while minimizing occlusions / intersection of the
field of view). In this context, the optimality of such criteria (maximization of the area of ex-
ploration/surveillance) should motivate the choice of the robots’ velocities and movements
coordination (e.g., square, circle, platooning, etc.). The presented scenario will lead us
to investigate the close link between aerial robots (with a global view but less accurate
perception) and ground robots (with limited field of view but accurate perceptions).

The main objective of this prospective action is to lead to decentralized and sub-optimal
cooperation/planning of heterogeneous entities (UGV and UAV), while introducing poten-
tially the human in the loop. The challenging issues consist to have a formal framework
to modeling these interactions and to coordinate their actions/movements. More specif-
ically in terms of heterogeneous cooperation it is aimed to extend the already proposed
techniques to deal with 3D environments, such as: the use of planning and naviga-
tion methods based on static/dynamic waypoints (positioned in 3D space) to construct
a common strategy for cooperative displacements and interactions; the development of
appropriate PELC* and gPELC* to deal with dynamic and 3D environments.
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A.1/ KHEPERA ROBOT AND DEDICATED EXPERIMENTAL PLATFORM

For the need of our research for the cooperation of a group of mobile robots, an experi-
mental platform based on 10 Khepera III mini-robots has been developed. The construc-
tion of this platform was motivated by the need to accelerate the experimental valida-
tion phases (rapid prototyping) monitoring / control architectures that will be investigated
throughout our research. Some details of the experimental platform are given below.

Khepera III mobile robot The Kheperar III mobile robot (cf. Figure A.1(a)) is a small
unicycle mobile robot developed and distributed by K-Team1 SA, Switzerland. This robot
can handle additional modules such as cameras and grippers and can communicate
using Wi-Fi or Bluetooth. It also has infrared proximity and ambient light sensors for
environment interaction and obstacle avoidance.

Experimental platform It has a dimension of 220cm × 180cm (cf. Figure A.1(b)). The
need to have an accurate tool to monitor the progress of the experiment led us to use
a camera placed on top of the platform (cf. Figure A.1(c)). This allows a view of the
entire experimental platform. Furthermore, to localize precisely (position and orienta-
tion) all the robots/obstacles in the environment, each entity has a unique bar code
[Lébraly et al., 2010] which permits us thanks to the top camera and to OpenCVr library,
to accurately localize the robots and to transmit to them (using Wi-Fi) if necessary their
pose and possibly (according to the experiment) the pose of other entities. More details
about this experimental platform can be seen in [Benzerrouk, 2010, chapter 4]. Figure

1http://www.k-team.com/mobile-robotics-products/old-products/khepera-iii, consulted January 2015.
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Figure A.1: (a) Kheperar III mobile robot (b) experimental platform, (c) used camera and
supervisor unit, (d) supervisor software interface.

A.1(d) illustrates the used interface and the view of the environment from the central
camera.

A.2/ PIONEER ROBOT

Five Pioneerr2 (cf. Figure A.2) robots have been used notably in the context of the R-
Discover3 project.

Figure A.2: Pioneerr mobile robot.

2http://www.mobilerobots.com/ResearchRobots/P3AT.aspx, consulted January 2015.
3http://home.mis.u-picardie.fr/~r-discover/doku.php?id=accueil, consulted January 2015.
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In addition to their ultrasonic sensors and odometers, these robots have been equipped
with a fisheye camera and a laser sensor in order to better localize the robot in its envi-
ronment [Lozenguez, 2012].

A.3/ VIPALAB AND PAVIN PLATFORMS

The VIPALABr from Apojee company [IP.Data.Sets, 2015] is a platform dedicated to the
development of autonomous vehicles. This urban electric vehicle is used to implement
several proposed control architectures for navigation in formation [Vilca et al., 2015a].
Some specifications of VIPALAB are shown in Table A.1 [IP.Data.Sets, 2015]. This ve-
hicle carries different embedded proprioceptive and exteroceptive sensors such as cam-
eras, odometers, gyrometer, steering angle sensor, an RTK-GPS, a Wi-Fi communication
system and a computer (more details are given in [IP.Data.Sets, 2015]). The VIPALAB
can be controlled using the on-board computer (through CAN protocol) or while using the
wired control panel attached to the vehicle.

Table A.1: VIPALAB platform.
VIPALAB Elements Description

Chassis (l, w, h)= (1.96, 1.30, 2.11) m
Weight 400 kg (without batteries)
Motor Triphase 3x28 V, 4 KW
Break Integrated to the motor
Maximum speed 20 km/h (≈ 5.5 m/s)
Batteries 8 batteries 12 V, 80 Ah
Autonomy 3 hours at full charge

Computer
Intel Core i7, CPU:1.73 GHz
RAM:8Go OS(32bits):
Ubuntu12.04

Several sensors are mounted in the VIPALAB to obtain information about the UGV or
environment [IP.Data.Sets, 2015] (cf. Figure A.3). The main sensors used for experiments
of the proposed control architecture for navigation in formation are described in Table A.2.

Table A.2: VIPALAB’s sensors (cf. Figure A.3).
Elements Description

RTK-GPS NacTechGPS, accuracy: 2 cm framerate: 10 Hz
IMU Xsens MTi, accuracy: 0.2◦/s framerate: 2 KHz

Range sensor
SICK LMS, range [0, 50] m and angle [−45◦, 225◦],
resolution: 0.5◦ framerate: 50 Hz

Proprioceptive
sensor

Wheel odometry, accuracy: 2 cm framerate: 50 Hz
Steering angle, resolution: 0.02◦ framerate: 50 Hz
Motor odometry, resolution: 0.1 m/s framerate: 50 Hz
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Figure A.3: VIPALAB with all sensors with their mounting locations and characteristics
[IP.Data.Sets, 2015].

STRUCTURED ENVIRONMENT

The test platform named PAVIN (Plateforme d’Auvergne pour Véhicules Intelligents) is
located at Campus Cézeaux of Blaise Pascal University in Clermont-Ferrand (cf. Figure
A.4). PAVIN is an artificial environment composed of two areas (an urban and a rural
area) which have a total ground surface of 5.000 m2 which serves as a test-bed for mobile
robotic applications. The urban area has a trajectory of 317 m containing a scaled street
with several traffic junctions and roundabouts with traffic sign boards and lights wherever
necessary. Moreover, building facades on both sides, vegetation and street furniture are
set to create a whole scene. The rural area has a trajectory of 264 m with unpaved roads,
grass and mud on the roadsides. In addition, the whole area is covered by a wireless
network and a DGPS base station [IP.Data.Sets, 2015].

Although PAVIN is a small-scale environment, it stands as an ideal platform for evaluating

Figure A.4: PAVIN experimental platform (Clermont-Ferrand, France).
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algorithms related to autonomous driving such as navigation, road detection, traffic signal
detection, etc. A 2D and a textured 3D model of the PAVIN environment geo-referenced
with high-precision GPS data are available in [IP.Data.Sets, 2015].

A.4/ ROBOTOPIA: REAL-TIME MAS SIMULATOR

ROBOTOPIA (cf. Figure A.5) is a real-time simulator using a multi-agent system (MAS)
coordination. It was designed to simulate various scenarios to coordinate a group of
mobile robots in cluttered environments.

(a) (b)

Figure A.5: (a) MAS Control architecture [Mouad et al., 2011b]. (b) Simulation of MRS
using ROBOTOPIA [Mouad, 2014, chapter 6].
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B.1/ SYSTEM STABILITY

This appendix describes the definitions of stability applied to a dynamic system. The
system is represented by the following state equation:

ẋ = f (x) (B.1)

where x ∈ Rn represents the state of the system. The equilibrium point is assumed at
x = 0.

• Simple stability: Let us consider that the initial time of the system is at t0 = 0.
Therefore, the origin point is stable if it satisfies the following expression:

∀ε > 0,∃δ > 0 : |x(0)| ≤ δ⇒ |x(t)| ≤ ε ∀t ≥ 0. (B.2)

• Asymptotic stability: The system is asymptotically stable if it is stable and δ can
be chosen such as:

|x(0)| ≤ δ⇒ lim
t→∞

x(t)→ 0. (B.3)

If eq. (B.3) is satisfied for all δ, then the system is globally asymptotically stable.

• Exponential stability: The system is exponentially stable if it satisfies:

∃δ > 0, c > 0, λ > 0 : |x(0)| ≤ δ⇒ |x(t)| ≤ c |x(0)| e−λt ∀t ≥ 0. (B.4)
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B.2/ STABILITY IN THE SENSE OF LYAPUNOV

B.2.1/ FIRST METHOD: INDIRECT METHOD

The first method of Lyapunov is based on the analysis of linearization of f (x) system
around its equilibrium point. This method consists of analyzing the eigenvalues λi(J) of
the Jacobian matrix J at its equilibrium point:

J =
∂ f
∂x

(0). (B.5)

The properties of the stability of systems are expressed as follows:

Theorem 2. First method of Lyapunov:

1. If all eigenvalues of the J matrix have a strictly negative real part, then the system
is exponentially stable.

2. If the J matrix has at least one eigenvalue value with a strictly positive real part,
then the system is unstable.

If the system has at least one eigenvalue with a zero real part and any eigenvalue with
a strictly positive real part, then no conclusion about the stability can be obtained. The
system can be analyzed by the second method of Lyapunov.

B.2.2/ SECOND METHOD: DIRECT METHOD

This method consists of a mathematical interpretation of an elementary observation: If
the total energy of a system decreases/dissipates continuously over time, then the system
tends to an equilibrium point, i.e., the system is stable. The idea is thus to find a temporal
positive definite function which allows us to always have the negative derivative. This
direct method is summarized in the next theorem.

Theorem 3. Second method of Lyapunov: The equilibrium point is stable if there exists
a function V continuously differentiable and its derivative denoted by V̇ satisfies:

1. V(0) = 0,

2. V(x) > 0 ∀x , 0,

3. V̇(x) ≤ 0 ∀x , 0.

If condition (3) is replaced by V̇(x) < 0, then the system is asymptotically stable.
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