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Abstract— This paper makes the focus on the way to increase
gradually the autonomy of single vehicle as well as multi-vehicle
systems (MVS) to achieve autonomous navigation in complex
environments (e.g., cluttered, uncertain and/or dynamic). Its
main objective is to give an overview of the developed generic
control architectures (mainly decision/action aspects), and their
different components, in order to enhance the safety, flexibility
and the reliability of autonomous navigation. Furthermore,
among the main ideas developed in this paper are related to
the potentiality of using multi-controller architectures and their
hybrid nature (continuous/discrete). Indeed, using this kind
of control allows us to break the complexity of the overall
tasks to be carried out while using bottom-up construction.
This implies the development of appropriate reliable elemen-
tary controllers (obstacle avoidance, target reaching/tracking,
formation maintaining, etc.), but also the proposition of specific
mechanisms to manage the controllers’ interactions, which
ensures the respect of different constraints and enhancing met-
rics/criteria linked to the overall control reliability. Although the
developed concepts/methods/architectures could be applied for
different domains (such as service robotics or agriculture), the
transportation-related purposes remains the privileged target.
Two main examples of task achievement will be highlighted
in this paper: appropriate flexible and reliable navigation
based on sequential target reaching, and dynamic multi-vehicle
navigation in formation.

I. INTRODUCTION

In recent years, autonomous UGVs (Unmanned Ground
Vehicles) are used in a multitude of tasks/domains, for
instance: area surveillance [1], mapping of unknown en-
vironments [2], human search and rescue [3], exploration
[4], military [5], agriculture [6], service robotics [7] or
transportation [8]. Although the big interest of scientific as
well as industrial community on these UGVs, the trans-
portation domain remains among the most challenging and
strategic topic knowing its high potential impact for both
futuristic smart cities and manufacture of the future. Indeed,
this transportation can touch people (private car or public
transport) as well as goods transportation (in warehouses or
ports, for instance).

In terms of autonomous cars, among the last main events
which highly contribute to draw the interest of the interna-
tional communauty let us cite the DARPA1 Grand Challenges
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that happened respectively in 2004 and 2007 [9] [10] [11].
The important rate of success of these challenges opens
a large spectrum to define the actual possibilities of the
driverless car for mid- and long-term prospects. Autonomous
mobile robotics reach a milestone and automotive industries
as well as new companies increase their interest for these new
applications [12, Chapter 1]. In recent years, the development
of fully autonomous vehicle in the transportation field has
received even more attention from different countries [13].
One of the pioneering and important work which has drawn a
lot of public attention to autonomous cars have been happen
respectively: in 2010 with the Google driverless car [14]
(cf. Figure 1(a)) and in 2013 with the BRAiVE (cf. Figure
1(b))2 car from Parma University (Italy). These two vehicles
allow fully autonomous driving in different contexts (rural /
free-way / urban). Nowadays several important automotive
manufacturers like Mercedes, GM, Ford, Nissan/Renault,
Daimler, PSA, Audi or BMW announce to sell a driver-
less car at the mid-term horizon (less than 10 years), but
before that, important challenges must be resolved in terms
of perception-decision-action aspects [12, Chapter 1]. This
paper will make the focus on the decision-action phases.

It is important to notice that the driverless car is not only
synonym of a car as we commonly known but with the
addition just of the automation of its displacement functions.
In fact, in parallel with the developments of this area by
automotive industries and certain laboratories, another gen-
eration of UGVs like EZ10 (cf. Figure 1(c)) or VIPALAB (cf.
Figure 1(d)) aim also to autonomously transport passengers
but in a more restricted area like midtown or inside big
companies, amusement parks, airports, etc. which need au-
tonomous shuttles between their different areas. This specific
autonomous navigation function is among the most important
applications started at Institut Pascal since 2000. Although
the environment of navigation is generally delimited and
the dynamic of UGV evolution is not the same as for the
Google car for instance, nevertheless an important part of the
autonomous navigation issues are shared. Indeed, this kind
of vehicles must, like the Google car, navigate autonomously
while taking into account the different events (e.g., traffic
light, obstructing objects, etc.) which could be much dense
and dynamic in midtown for instance.

While laboratories and innovative companies (like Google)

2http://www.braive.vislab.it/, consulted in May 2017.
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(a) Googler Car

(b) BRAiVE vehicle

(c) EZ10r vehicle

(d) VIPALABr vehicles

Fig. 1. Different autonomous vehicles with several use cases.

developed a driverless car from scratch, the automotive
manufacturers proceed with incremental developments us-
ing ADAS (Advanced Driver Assistance Systems). Several
sophisticated and reliable ADAS have already entered the
market, such as Automatic Parking, Adaptive Cruise Control,
Lane Keeping Assistance or Collision avoidance system [15].
This incremental (or bottom-up approach) is close in certain
manner to what we claim in this paper though the use of
multi-controller architectures (MCA) and their hybrid nature
(continuous/discrete) (cf. section II). Indeed, among the main
ideas developed in this paper are related to the potentiality
of using MCA [12] to achieve fully autonomous navigation
in complex environments (e.g., cluttered or/and dynamic).
This implies first, impel to components’ standardization (in-
put/output) but also the development of appropriate reliable
elementary controllers (e.g., obstacle avoidance, target reach-
ing/tracking, formation maintaining, etc.), but also the propo-
sition of specific mechanisms to manage the controllers’ in-

teractions, which ensures the respect of different constraints
related to the overall control structure. This paper makes thus
the focus on the way to increase gradually the autonomy
of single vehicle as well as multi-vehicle systems (MVS)
to achieve fully autonomous navigation. Its main objective
is to give an overview of the developed generic control
architectures based on MCA (decision/action aspects), and
their different components, in order to enhance the safety,
flexibility and the reliability of autonomous navigation. Al-
though the developed concepts/methods/architectures could
be applied for different domains (such as service robotics or
agriculture), this paper will make the focus on transportation-
related application.

The rest of the paper is organized as follows. Section II
presents: the genesis of using MCA, the adopted overall
navigation framework and also an overview of the main
elementary components composing MCAs. Sections III and
IV are devoted to highlight the design of appropriate MCAs
to achieve respectively two complex tasks: flexible and
reliable navigation based on sequential target reaching, and
dynamic multi-vehicle navigation in formation. This paper
ends with some conclusions and further work.

II. FROM BEHAVIORAL TO MULTI-CONTROLLER
ARCHITECTURES

There exist in animals innate behaviors which could be
qualified as atomic (or elementary) in the sense that they are
not reducible to simpler behaviors (directly observable). In
general, all animals’ motor actions (coordination of a set
of muscle activities) are included in this category. These
behaviors are the building blocks with which the behavior
of a higher level can be built and described [16] [17].
Further, autonomous mobile robots can have to perform
several tasks, for instance going to a specific target (location)
in the environment while avoiding obstacles and in certain
cases while maintaining a formation (as targeted notably in
the work given in [8]) and so on. In addition, these sub-
tasks must also be achieved generally while guaranteeing
multi-objective criteria to obtain for instance reliable and
smooth robot navigation. All these sub-tasks and several cri-
teria increase considerably the complexity to attain efficient
autonomous robot navigation. To address this complexity
(in terms of task definition and multi-objective criteria), the
control architectures can be elaborated in a modular and
bottom-up way as introduced in [18] and so-called behavioral
architectures [19]. Behavioral control architectures are based
on the concept that a robot can achieve a global complex
task while using only the coordination of several elementary
behaviors [16] [18] [17]. To tackle this complexity, behav-
ioral control architecture decomposes the global control into
a set of elementary behaviors/controllers (e.g., attraction
to a target, obstacle avoidance, trajectory following, etc.)
to better master the overall robot behavior. Indeed, each
behavior can be tested either individually or collectively with
other behaviors. The goal is to verify the reliability and
the efficiency of the corresponding behavior to achieve each
determined sub-task [20] [21].

. 86



 

  

x 

y 
  

 
  

Ellipse of 

Influencei (EIi) 

Obstaclei 
Vehicle 

RR 

RT 

2a 

(h, k) 

  

XG 

YG 

Ym Xm 

OG 

Om 

Surrounded 

Ellipse (SEi) 

Walls 

Final Target (xf, yf) 

2b 

Fig. 2. Vehicle’s pose and its elementary perceptions for performing
reactive navigation. The parameters (h, k, a, b and Ω) characterize the
SEi and the EIi (cf. section II-B).

Nevertheless, several challenges remain to be addressed
before obtaining an effective and reliable multi-controller
architecture3. Among the main objectives of the works
highlighted in this paper is to lead to stable and reliable
multi-controller architectures while maintaining a high level
of flexibility, necessary to tend toward fully autonomous
vehicles in any complex situation.

It is presented in what follows first, the adopted over-
all navigation framework (cf. section II-A), secondly an
overview of the used obstacle avoidance technique, based
on limit-cycles, will be given (cf. section II-B). This latter is
an important component for any autonomous navigation in
complex environment. Third, an overview of the main ele-
mentary components composing MCAs will be highlighted
(cf. section II-C).

A. Overall navigation framework definition

Autonomous vehicle navigation aims, in the proposed
generic framework, to lead the vehicle from its initial config-
uration, to a final configuration while avoiding any obstacle
(which could have different shapes, cf. Figure 2). This
navigation could be done even with reactive control (while
acting online according to the vehicle’s local perception) or
with cognitive control (while following an already planned
trajectory) [22]. The desired vehicle’s movement needs to
be safe and smooth along all its displacement. One supposes
in the setup that the vehicle and the final target to reach
are surrounded by circle shapes with a radius RR and RT

respectively (cf. Figure 2). For the obstacles/walls, it is
supposed that they can be surround by appropriate ellipses
(cf. Figure 2). Each ellipse is characterized by: (h, k) the
coordinates of the ellipse’s center w.r.t. global reference
frame, (a, b) which correspond respectively to the major and
minor elliptic semi-axes and Ω gives the ellipse orientation.

The Surrounded Ellipse’s (SE) parameters (h, k, a, b and
Ω) can be obtained by the vehicle either offline (using for

3The term multi-controller will replace in what follows, the term be-
havioral because it has been wildly investigated in our works the use of
automatic control theory to confirm among others the reliability of each
controller as well as the overall multi-controller architecture [12].

instance a road map of the static environment) or online
using for example a camera positioned in the environment
[23] or the vehicle’s telemetric sensors [24]. Among the
challenging aspects when the vehicle navigates in fully
reactive way (thus with discovering online its environment),
is to update smoothly and efficiently the ellipses’ parameters
as the vehicle discovers the entire shape of the obstacles.
In order to perform this important perceptive functionality,
an appropriate weighted least square method, on the range
data given by telemetric sensors, has been used in [25]. An
extension of this last approach while using Extended Kalman
Filter and an appropriate sub-optimal heuristic method has
been developed in [24] and [26].

B. Safe obstacle avoidance as an important component

Before to make the focus on multi-controller architectures,
let us introduce in short the used “obstacle avoidance”
controller. This kind of function is always an important
primitive to performe autonomous vehicle navigation in
complex environments. Thus, special attention should be
taken for its development [27]. A multitude of methods
exist in the literature to deal with obstacle avoidance,
among them those based on: artificial potential field [28],
Voronoï diagrams [29], visibility graphs [30], navigation
functions [31], Rapidly-exploring Random Tree (RRT) [32]
or Deformable Virtual Zone (DVZ) [33]. Each of them have
their interests and drawbacks [27] [22]. It is used mainly in
our works limit-cycles approach [34] [35] [36][37] [38] [26]
[22]. The navigation methodologies based on limit-cycles
have been used in the literature to perform mainly intuitive
and efficient obstacle avoidance behavior. They are defined
according to a circular [36], elliptic [37] or parallel to ellipse
[22] periodic orbits. These periodic orbits can guarantee, if
they are well-dimensioned (far enough from any obstacle)
and accurately followed, to avoid any obstructing obstacle.
It is to be noted that the used overall strategy for obstacle
avoidance remains almost the same while using Elliptic
Limit-Cycles (ELC) or Parallel ELC (PELC). Without being
exhaustive and to avoid too complex developments it is
given below the formulation of ELC.

1) ELC mathematical formulation: The differential equa-
tions of ELC are given by:

ẋs = r(Bys + 0.5Cxs) + µxs(1−Ax2
s −By2

s − Cxsys) (1)
ẏs = −r(Axs + 0.5Cys) + µys(1−Ax2

s −By2
s − Cxsys) (2)

with (xs, ys) corresponds to the position of the vehicle
according to the center of the ellipse; r = ±1 according to
the avoidance direction (clockwise (+) or counter-clockwise
(-) respectively) (cf. Figure 3); µ ∈ R+ a positive constant
value which allows us to modulate the convergence of the
ELC. The convergence is as slow as µ is smaller, which
allows us also to obtain smoother ELC (Figure 5 highlights
the influence of µ in the case of PELC). The variables A, B
and C are given by:

A =(sin(Ω)/blc)
2 + (cos(Ω)/alc)

2 (3)

B =(cos(Ω)/blc)
2 + (sin(Ω)/alc)

2 (4)

C =(1/a2
lc − 1/b2lc) sin(2Ω) (5)
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Fig. 3. Shape possibilities for the used Elliptic Limit-Cycles (ELC).

where alc and blc characterize respectively the major and
minor elliptic semi-axes and Ω gives the ellipse orientation.

Figure 3 shows that the ellipse of a major axis = 2alc
= 4 and of minor axis = 2blc = 2 is a periodic orbit.
Figure 3(a) and 3(b) show the shape of equations (1) and
(2) when r = 1 and -1 respectively. They show the direction
of trajectories (clockwise or counter-clockwise) according to
(xs, ys) axes. The trajectories from all points (xs, ys) of X ,
Y reference frame, including inside the ellipse, move towards
the ellipse. This can be demonstrated mathematically while
using Lyapunov synthesis.

It is to be noted that the case of Parallel Elliptic
Limit-Cycle (PELC) addressed in [22] lead to much
complex formulation of equations (1) and (2) since it
is targeted to have orbit which is always parallel to the
ellipse (constant distance w.r.t. the ellipse border) which
surround the obstacle. This leads to equations of 8th

order. It is also important to notice that these limit-cycles
could be used as local path planner (to avoid the closest
obstacle) or global planner. As global planner, the aim is
to find the optimal (or sub-optimal) global path leading
the vehicle from its initial configuration until a final
configuration while avoiding all the hindering obstacles
(cf. Figure 4 for an example of global planning using PELC).

2) References frame linked to the task achievement: For
simple and efficient description of vehicle navigation in any
kind of environment, it is presented in what follows a specific
reference frame assigned for each obstacle / wall / (or any
object which could obstruct the vehicle’s movement) inside
the considered environment (or at least for each element
inside the vehicle’s field of view). These specific reference
frames will guide the vehicle behaviors and allows the
vehicle to evaluate the success of the current achieved sub-
task (e.g., wall following, obstacle avoidance, etc.) [22].
Each elementary reference frame will orient thus locally
the achievement of the vehicle navigation toward its final
objective. A kind of analogy could be established with robot
manipulator modeling. In fact, when we would like to control
the movement of a robot end-effector (w.r.t. its base), it is
assigned for each articulation an appropriate reference frame
while using dedicated conventions [39] [40]. These local
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Fig. 4. Example of simple simulation highlighting the use of several
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final PELCs’ configurations. The numbering correspond to the successive
computed PELCs in order to obtain the global optimized path based on
PELC [22].

reference frames are mainly used to express simply the local
elementary articulations’ movements (translation / rotations)
in order to obtain the desired final end-effector movement.
The context of vehicle navigation is obviously different but
the proposed reference frames will similarly lead to make
a reasoning on the efficiency of the vehicle movements in
order to reach its final objective.

The reference frame (ROT ) attributed to each obsta-
cle will allow to evaluate the obstacle avoidance sub-task
achievement while knowing the relative vehicle’s localization
according to it. ROT is obtained with a simple geometric
construction and has the following features [22] (cf. Figure
5):

• XOT axis connects the center of the obstacle (xO, yO)
to the center of the final Target (xf , yf ). This axis is
oriented toward this target.

• the YOT axis is defined by two points PT1 and PT2,
which correspond to the tangent points between the
two straight lines coming from the final target (xf , yf )
and the Parallel Ellipse of Influence (PEI). YOT axis is
oriented while following trigonometric convention.

To guide the vehicle’s future movements it is important
to define its localization w.r.t. ROT . One needs, therefore,
to make a transformation from the global reference frame
XGYG to the local reference frame XOTYOT [22]. Once the
transformation is obtained, it is enough for instance to check
the sign of the vehicle’s localization according to the axis
XOT to assign the vehicle appropriate behavior. For instance,
if the sign of xRO is negative, the vehicle must follows the
defined limit-cycle (to avoid the obstacle) and if positive
the vehicle can consider that the obstacle is not a hindering
obstacle and can go thus straight toward its final target (cf.
Figure 5). At the condition obviously that there is no other
constrained obstacle; if not, the process will be reiterated. In
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previous work given in [36] the sign of yRO (ordinate of the
robot in ROT ) has been used to determine the right direction
to avoid the obstacle. If yRO ≥ 0 then apply clockwise limit-
cycle direction else apply counter-clockwise direction. This
simple rule allows to reduce the length of robot trajectory
in the case where the obstacle is surrounded by a circle.
In the work given in [22] the presented reference frame has
been served as an important component to determine the best
direction and shape of local planning using PELC and global
planning using an optimal sequence of PELC to reach the
final target.

After introducing the global idea to obtain the limit-cycles
which should be followed by the vehicles to avoid obstacles,
let us highlight the main structures characterizing MCAs
and their main components to achieve autonomous vehicle
navigation.

C. Multi-controller architectures’ main structures

The main aim of multi-controller architectures is to have a
bottom-up construction of the principal functionalities of au-
tonomous vehicle navigation, while maintaining a high level
of flexibility and reliability of the achieved complex tasks
[12]. It will be presented, in what follows, two simple multi-
controller architectures (cf. Figure 6) which could serve as
basic structures to highlight the main components to perform
flexible and reliable navigation in cluttered environments.

Before highlighting the main difference between the two
control structures depicted in Figure 6, it is important to give
the definition of the robot’s elementary behavior (controller).
In what follows each robot’s controller is constituted by a
dedicated set-point and stable control law blocks which allow
us to achieve safely and reliably the desired robot’s behavior.
As shown in Figures 6(a) and 6(b) the two structures 1 and
2, are different in terms of the used control laws. In fact,
structure 1 has two distinct control laws whereas structure
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Fig. 6. The two main used multi-controller structures.

2 has only one common control law shared by the two set-
point blocks. It is interesting to notice that structure 1 is the
less restrictive architecture, in the sense that both controllers
can have completely different set-points and control laws
definition. It is enough to have two already stable elementary
controllers to integrate them in this structure, without any
harmonization of the used set-points or control laws. The
possible drawback of this kind of multi-controller architec-
ture corresponds to its difficulty in having a simple analysis
of the overall control architecture stability (since it could use
non-uniform control laws) [12, Chapter 3].

The two simple multi-controller architectures depicted
in Figure 6 allow us to manage the interaction between
different elementary blocks. The main features of each block
composing these architectures are detailed below.

1) Sensor information block: While using robot’s sensors
and any already known data on the environment (using a
road-map for instance), this block is in charge of detecting
/ localizing / characterizing any important features in the
environment. Mainly this block, in the case of the basic
architectures given in Figure 6, must provide the list of all
perceived obstacles and the relative final target localization
w.r.t. the robot (cf. Figure 2).

2) Controllers’ coordination block: The coordination of
the several controllers constituting a multi-controller archi-
tecture is among the most important aspect to master in order
to obtain coherent and reliable architecture. Generally once
the stability of each elementary controller is proved, they are
gathered in specific multi-controller architectures to perform
complex tasks. The objective is to ensure in addition, the
stability and the smoothness of the overall control. This can
be done mainly if the coordination between the elementary
controllers is mastered [12, Chapter 3].

There exist two major principles of controller coordina-
tion: action selection and fusion of actions. Even if fusion
of actions process gives very interesting robot behaviors, as
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it has been shown in [21] (using a kind of schema motor
principle); in [41] (using Multi-Agent System) or in [42]
(using Fuzzy Logic principles), nevertheless the stability of
the overall control architecture remains very complex, even
impossible to demonstrate. However, control architectures
based on the action selection process are relatively much eas-
ier to demonstrate even when switches between conttollers
occur [43] [44] [45]. However, the challenge is, in addition
to the overall stability, to guarantee control smoothness.
In fact, during mainly the phase of switching between
controllers, the robot’s set-points or the control could be
subject to jerking/discontinuities/oscillations, the objective of
the Contrtollers’ coordination block is therefore to avoid (or
at least minimize) these drawbacks to obtain finally reliable
and smooth robot navigation [46] [23] [47] [48]. More details
on the hybrid behavior (continuous/discrete) of the overall
multi-controller architectures in order to guarantee at the
same time, the overall control stability and the smoothness of
the switch between controllers is emphasized in [12, Chapter
3].

3) Set-point blocks and their homogeneous definition:
Set-point blocks (cf. Figure 6), which have as input the
perceptions Pi coming from the sensor information block,
are responsible to give for each dedicated controller, the
appropriate set-points for its operation. The design of multi-
controller architecture aims to decompose the overall com-
plex task into a multitude of sub-tasks to achieve (e.g., target
reaching, wall following, obstacle avoidance, etc.) (cf. sec-
tion II). According to these elementary sub-tasks, performed
in a reactive or cognitive way [22], it has been noted in
general that the robot must follow/track a path/trajectory or
reach/track a specific target. This section aims to propose a
homogeneous set-points definition for the multitude of the
robot’s navigation sub-tasks in order to simplify the design
of control architectures.

It will be described in sections III and IV the use of static
and/or dynamic targets to lead to a much more flexible way
to define the robot’s sub-tasks. It is promoted therefore in
what follows the use of target set-points, defined by a pose
(xT , yT , θT ) and a velocity vT . The following subsections
(II-C.3.a to II-C.3.c) will highlight the fact that this set-point
formulation is generic enough to define an important number
of the robot’s behaviors. It is to be noted that, once the set-
points are defined, at each sample time, it is important to
have reliable control laws to reach/track these assigned set-
points. To do that, one of the reliable control laws defined in
section II-C.4 will be used to stabilize the errors to zero. This
corresponds thus to the scheme of control given by structure
2 (cf. Figure 6(b)).

a) Target tracking set-points based on global planned
path: The first identified case corresponds to the one where
a global path is already defined using for instance a PELC
[22]. In fact, in certain situations (e.g., static environment)
it is enough for the robot to follow the path as accurately
as possible without modifying its initial planning. In that
situation, a Frenet reference frame is used [49] to extract the
robot’s set-points. The target set-point, at each sample time,
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Fig. 7. Set-points definition based on (a) global planned path, (b) local
planned path, (c) general static/dynamic target.

is given by (cf. Figure 7(a)):
• A position (xT , yT ) corresponding to the closest po-

sition in the pre-planned path w.r.t. the origin of the
reference frame XmYm. (xT , yT ) point corresponds to
the origin of Frenet reference frame XFYF .

• An orientation θT corresponding to the tangent of the
path w.r.t. XGYG reference frame.

• A velocity vT which could be constant or variable
indifferently.
b) Target tracking set-points based on local planned

path: Here, the set-point configurations are taken within the
generated PELC trajectories but the same principle could be
used for any other online local generated trajectory obtained
from local planners.

When the environment is not very well known or dynamic,
it is better to navigate reactively. In that situation, the current
PELC takes as initial configuration, and at each sample time,
the current robot configuration. The target set-point is given
by (cf. Figure 7(b)):

• A position (xT , yT ) corresponding to the intersection
between the circle (which has as origin the origin of
the reference frame XmYm and as radius RS) and the
planned PELC.

. 90



• An orientation θT corresponding to the tangent to the
PELC w.r.t. XGYG reference frame at the intersection
point (xT , yT ). If RS = 0, the robot has to apply only
an orientation control. Indeed, since the robot is already
on the current computed PELC, the robot has only to
control its heading w.r.t. θT . This simple control has
been used in [36] and [37].

• A velocity vT which could be constant or variable
indifferently.
c) General target reaching/tracking set-points: The last

identified case (cf. Figure 7(c)) corresponds to the general
situation where the robot must reach/track a static/dynamic
target (xT , yT , θT , vT ). The sub-tasks which can deal with
this kind of target definition correspond to all the cases where
the set-points are not restricted to evolve inside a specific
path. For instance, let us cite:

• For a static target, the set-points could correspond to
the final robot destination as given in Figure 2. They
could also correspond to an appropriate waypoints in
the environment through which the robot must cross se-
quentially [8] (section III will give an example showing
this navigation strategy).

• For a dynamic target, this kind of target set-point can
serve for the Follower robot (as depicted in Figure
7(c)) to track a secondary target referenced w.r.t. the
Leader. Section IV, focused on multi-robot systems, will
highlight better this kind of target set-point definition.

4) Uniform used control law: Before presenting the used
control law, it is important to know the robot’s model. The
used robot corresponds to a tricycle vehicle [50] modeled
according to the well-known kinematics model given by
equation 6. 

ẋ = v cos(θ)
ẏ = v sin(θ)

θ̇ = v tan(γ)/lb

(6)

where (x, y, θ) is the posture (configuration state) of the
vehicle at the point Om (origin of the local reference
frame XmYm linked to the vehicle (cf. Figure 8)), γ is the
orientation of the equivalent front wheel (cf. Figure 8), v is
the linear velocity of the vehicle at Om and lb is the vehicle’s
wheelbase. v and γ are the two control inputs of the vehicle
(cf. equations 10 and 11 respectively). According to Figure
8, wb corresponds to the track width of the vehicle and Icc
the instantaneous center of curvature of the vehicle trajectory.
The radius of curvature rc is given by:

rc = lb/ tan(γ) (7)

and cc = 1/rc is the curvature of the vehicle trajectory.
The used control law [8] aims to drive the vehicle toward

specific targets (static or dynamic) in the environment. At
each sample time the tracked target is defined by a posture
(xT , yT , θT ) and a velocity vT (this velocity could be = 0
if the target is static). As it was shown in subsection II-C.3,
different vehicles behaviors are described with a uniform way
where the vehicle has to reach/follow/track a specific target
set-points. In order that this paper becomes at maximum
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Fig. 8. Vehicle and target configuration in Global and Local reference
frames. Control variables according to Lyapunov synthesis are also shown.

self-contained, let us give in summary the main elements
of synthesis, using a Lyapunov formulation [51], the used
control law [8]. The adopted Lyapunov function V is given
by equation (8) (cf. Figure 8):

V =
1

2
Kdd

2 +
1

2
Kld

2
l +Ko[1− cos(eθ)]

=
1

2
Kdd

2 +
1

2
Kld

2 sin2(eRT ) +Ko[1− cos(eθ)] (8)

where the initial values of eRT and eθ must satisfy the
following initial conditions:

eRT ∈ ]− π/2, π/2[ and eθ ∈ ]− π/2, π/2[ (9)

The Lyapunov function (8) is therefore a function of three
parameters which depend on: the distance d between the
target and vehicle’s position; the distance dl from the vehicle
to the target line (line that passes through the target position
with an orientation equal to the target orientation), this term
is related to the Line of Sight and Flight of the target [52];
and the orientation error eθ between the vehicle and the
target.

The desired linear velocity v and the front wheel orienta-
tion γ of the vehicle which allows to asymptotically stabilize
the error vector (ex, ey, eθ, (v−vT )) toward zero (permitting
therefore to have V̇ < 0) are given by:

v = vT cos(eθ) + vb (10)
γ = arctan(lbcc) (11)

where vb and cc are defined by:

vb =Kx [Kdex +Kld sin(eRT ) sin(eθ) +Ko sin(eθ)cc]
(12)

with:

cc =
1

rcT cos(eθ)
+

d2Kl sin(eRT ) cos(eRT )

rcTKo sin(eθ) cos(eθ)
+Kθ tan(eθ)

+
Kdey −Kld sin(eRT ) cos(eθ)

Ko cos(eθ)
+

KRT sin2(eRT )

sin(eθ) cos(eθ)
(13)
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K = (Kd,Kl,Ko,Kx,Kθ,KRT ) is a vector of positive
constants defined by the designer. Accurate analysis of this
stable and efficient control law is given in [53] and [8].

Knowing the used common control law permitting to reach
any static or dynamic target with stable way, let us present in
what follows, how to perform different navigation sub-tasks
using appropriate multi-controller architectures.

III. FLEXIBLE AND RELIABLE NAVIGATION BASED ON
SEQUENTIAL TARGET REACHING

This section emphasizes in summary the fact that it is not
absolutely mandatory (as commonly admitted and broadly
used in the literature) to have a predetermined trajectory
to be followed by a robot to perform reliable and safe
navigation in an urban and/or cluttered environment [12,
Chapter 1]. It is presented in what follows the idea to
use only a set of waypoints, appropriately disposed in the
environment, to perform such navigation. The use of only
a discrete number of waypoints in the environment will
allow us even more flexibility of the vehicle’s movements,
since it is allowed to perform more maneuvers between
waypoints, while remaining obviously safe (non-collision
of the vehicle w.r.t. the road limits or any obstructing
obstacle). Hence, navigation using only waypoints allows us
to avoid any path/trajectory planning which could be time-
consuming and complex, mainly in cluttered and dynamic
environments. Moreover, this kind of navigation does not
require knowledge of the pose of the closest point to the
followed trajectory (w.r.t. the robot configuration) and/or
the value of the curvature at this point [54]. Consequently,
the navigation problem is simplified to a waypoint-reaching
problem, i.e., the vehicle is guided by waypoints instead of
following a specific fixed path [8]. Moreover, it is important
to notice that if the successive waypoints are closer to each
other, then the vehicle tends to perform a path-following
navigation. The proposed technique tends therefore to gather
the different navigation techniques. In addition, the use of
only waypoints to control the vehicle instead of a fixed
trajectory, allows the robot to carry out local operations (to
avoid such obstacle) while maintaining overall stability of
the used hybrid multi-controller architectures [12, Chapter
3].

A. Problem statement and Task modeling
The proposed navigation strategy uses a sequence of N

sorted waypoints appropriately disposed in the environment.
The aim of this sequence is to guarantee safe and flexible
robot navigation. Each waypoint Tj = (xTj , yTj , θTj , vTj )
corresponds to a specific key configuration in the environ-
ment (cf. Figure 9). Tj is characterized by:

• A position (xTj , yTj ).
• An orientation θTj

such as:

θTj
= arctan

(
(yTj+1

− yTj
)/(xTj+1

− xTj
)
)

(14)

where: (xTj+1 , yTj+1) corresponds to the position of
the next target Tj+1. Tj orientation is therefore always
oriented toward the waypoint Tj+1.
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Fig. 9. Description of waypoints assignment.

• A velocity vTj
. It is important to mention that to

perform the proposed navigation by reaching sequential
waypoints (targets), it is mandatory to reach each target
(except the final waypoint) with a velocity vTj 6= 0
to not have a jerky vehicle movement, at the starting
and the arrival phase for each waypoint. The overall
vehicle navigation becomes therefore smoother without
oscillations in terms of linear velocity.

Different methods to obtain the appropriate set of way-
points (target set-points ((xTj , yTj , θTj , vTj ) |j=1...N )) are
presented in [55]. They are based either on a heuristic method
or on optimal multi-criteria optimization.

To define the robot’s navigation strategy between the
successive waypoints (cf. subsection III-B), an orthogonal
reference frame XTj

YTj
(cf. Figure 9) is attributed to each

waypoint, where:

• the XTj
axis connects the position of Tj to the following

waypoint Tj+1 and oriented toward Tj+1, and
• the YTj axis is perpendicular to XTj and is oriented

while following trigonometric convention.

This reference frame will be used in subsection III-B to
perform the target assignment process. In addition, to ensure
safe robot navigation between successive waypoints, each
waypoint is assigned upper error bounds defined by Edis

and Eangle (cf. Figure 9). They correspond respectively to
the maximal distance d and angle eθ errors between the robot
and the target when it crosses the axis YTj

. Further, Edis and
Eangle correspond to a kind of maximal error tolerance when
the robot reaches the target Tj . This tolerance is notably
related to the inaccuracies of the robot localization and/or
to the performance of the used control law. The maximum
authorized values of Edis and Eangle allow us to keep
reliable robot navigation toward the target Tj (cf. Figure
9) while guaranteeing the appropriate robot configuration to
reach the next target Tj+1 [8], and so on.

B. Proposed MCA and Experimental validation

To perform the navigation based on sequential target
reaching, the multi-controller architecture depicted in Figure
10 is used. This architecture is composed of several blocks:
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Fig. 10. Proposed multi-controller architecture to perform autonomous
vehicle navigation based on sequential target reaching [8].

• The “Waypoint determination” block (dashed green box
in Figure 10) obtains the set of appropriate waypoints
configuration [55].

• The “Obstacle avoidance” block is activated when an
obstacle obstructs the robot’s movement toward its
current assigned waypoint. The used obstacle avoidance
is based on limit-cycle technique (as given in subsection
II-B) and allows us to avoid locally any obstructing
obstacle.

• The “Control law” block ensures asymptotic
stability to reach the current assigned waypoint
Tj(xTj , yTj , θTj , vTj ), as given in subsection II-C.4,
where the control law can perform either static as well
as dynamic target reaching/tracking.

• The “Target assignment” block lets us obtain, at each
sample time, the current waypoint (target) to reach. This
block is detailed in what follows.

Sequential target assignment: The strategy to assign, at
each sample time, the waypoint to reach by the vehicle is
shown in Algorithm 1. The stable and reliable control law
has to reach each assigned waypoint while ensuring that the
vehicle’s trajectory is always within the road boundaries.

The error conditions, Edis and Eangle, are used to switch
to the next waypoint when the vehicle’s position is inside
a circle given by the center (xTj

, yTj
) and a radius Edis.

Hence, the current waypoint index is updated with the next
waypoint and the vehicle has to thereafter adapt its movement
according to this new target. If the vehicle does not satisfy
the distance and orientation error conditions (the errors d and
eθ > than Edis and Eangle respectively) when crossing the
YTj

axis (cf. Figure 9), then the vehicle must nevertheless
switch to the next waypoint. Obviously, this situation should
not occur if the environment is accurately modeled/identified
and the control law well settled. Despite all these aspects, if
this situation happens, then the value of the maximal distance
and angular errors can be used to decide if the vehicle could
or not continue its navigation. This fault detection/diagnosis

Algorithm 1: Sequential target assignment

Require: Vehicle pose, current target Tj and a set of N sorted
waypoints

Ensure: Reaching Tj while guaranteeing to the vehicle to be in
the best configuration to reach after the next waypoint Tj+1.

1: if ( (d ≤ Edis and eθ ≤ Eangle) or (xTj ≥ 0) )
{xTj is the coordinate of the vehicle in the local Target
frame XTjYTj (cf. Figure 9)} then

2: Switch from the current target Tj to the next sequential
waypoint Tj+1

3: else
4: Keep going to waypoint Tj

5: end if

is not addressed in this paper.
It is also interesting to mention that the definition of YTj

axis, as in section II-B, guides the task achievement. In fact,
it is used in the cited section to perform elementary obstacle
avoidance. This axis is used here as a mean to decide when
to switch to the next waypoint.

Experimental validation: The presented scenario was built
to show different situations in urban environment, such
as multi-vehicle navigating in platoon (based on Leader-
Follower formulation (cf. section IV)), static and dynamic
target-reaching and obstacle-avoidance situation. The exper-
iment was done using VIPALAB vehicles (cf. Figure 1(d))
in PAVIN platform (Plate-forme d’Auvergne pour Véhicules
INtelligents). A metric map of PAVIN [56] is used to plan
the optimal configuration of geo-referenced waypoints with
optimal configurations [55]. In this experiment, each vehicle
uses a combination of RTK-GPS and gyrometer to estimate
its current position and orientation at a sample time of
Ts = 0.1 s. The vehicles have a range sensor (LIDAR) with
a maximum detected range equal to 10 m. Moreover, the
vehicles communicate by Wi-Fi, enabling the transmission
of the Leader’s pose data.

The presented experiment highlights the performance of
the proposed control law and target assignment strategy using
waypoint selection. The Leader vehicle has to successively
reach static waypoints. Moreover, the proposed control law
(cf. section II-C.4) was implemented in another vehicle (Fol-
lower) which takes the first vehicle (Leader) as a dynamic
target to track at a curvilinear distance equal to 5 m (behind
the Leader). The tracking of the dynamic target allows us
to apply the proposed control law to multi-vehicle systems
where the dynamic set-point is given by the leader and the
desired geometric formation shape [57]. The configuration of
the dynamic target is sent by the Leader to the Follower via
Wi-Fi. This experiment can be found online.4 Furthermore,
to exhibit the flexibility of the proposed navigation strategy,
an obstacle is placed between the waypoints. Therefore, the
vehicle can perform different maneuvers between waypoints,
in this case obstacle avoidance, without the use of any
trajectory replanning method. The obstacle avoidance is
activated as soon as the vehicle detects at least one obstacle

4https://goo.gl/gVgsIa
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Fig. 11. Some images from the performed navigation in urban environment.

(a) Vehicles’ trajectories (b) Zoom on the part corresponding to obstacle
avoidance phase

Fig. 12. Vehicle trajectories obtained using GPS and a set of waypoints positioned in the environment.

which can hinder the future vehicle movements toward the
current assigned waypoint. It can be seen in Figure 12(a)
that the Leader accurately reaches the successive assigned
static waypoints and the Follower also accurately tracks the
dynamic target (Leader). Moreover, the Follower trajectory
using the proposed control law is close to the Leader trajec-
tory (cf. Figure 12(a)). Figure 12(b) focuses on the vehicles’
trajectories when the obstacle avoidance is activated. The
Leader detects the obstacle between the waypoints and it
applies local obstacle avoidance based on limit-cycles (cf.
section II-B). The Follower also avoids the obstacle since
it accurately tracks the Leader trajectory. It can be noted
that the proposed navigation strategy allows flexible and
smooth movements between the waypoints and performance
of different behaviors, such as obstacle avoidance, emergency
stop or waypoint reassignment.

IV. DYNAMIC MULTI-VEHICLE NAVIGATION IN
FORMATION

The navigation in formation is addressed in this section
while using the Leader-follower approach. This approach
has been adopted and applied on VIPALAB vehicles for
dynamic reconfiguration of a fleet of vehicles [57]. Each
follower tracks the instantaneous state (pose and velocity) of

its assigned virtual targets, given w.r.t. the Leader dynamic.

A. Problem statement and Task modeling

The Leader-follower approach enables us to maintain a
rigid geometric shape (e.g., a triangle in Figure 13). The
formation is defined w.r.t. the Cartesian frame (local frame
of the leader), as follows:

• A Leader (UGVL in Fig. 13); its pose (xL, yL, θL)
and its linear velocity vL determine the dynamic of the
formation.

• The formation structure is defined with as many nodes
as necessary to obtain the desired formation shape. Each
node i is a virtual dynamic target (Tdi

). The formation
is defined as F = {fi, i = 1 · · ·N}, where fi are the
coordinates (hi, li)

T of the dynamic target Tdi w.r.t.
the leader local reference frame.

The position and orientation of each node (virtual target)
are computed from the leader configuration. The leader
position determines the node positions according to the
formation shape. The instantaneous center of curvature IccL
of the formation is determined by the leader according to its
movements (cf. Figure 13). IccL allows us to compute the
desired orientation of the nodes according to the formation
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Fig. 13. Maintaining a triangular formation by defining set-points according
to a mobile reference frame linked to the Leader (Leader-follower approach).

shape. The leader turns around IccL (positioned perpendicu-
larly to its rear wheels), then the other target set-points Tdi

must also turn around IccL to maintain a rigid formation.
Thus, the target velocity vTi

must be tangent to the circle
which has IccL as center and the distance between Tdi

and
IccL as radius rcTi

.
The idea behind this strategy is to eliminate the de-

pendency of each vehicle to a global reference frame. A
straightforward transformation can be applied to obtain the
set-point w.r.t. a local reference frame attached to the leader.
The polar coordinates (ri,Φi) can also be used by applying
a straightforward transformation. An important advantage
of the used Leader-follower approach is that it does not
depend here on any reference trajectory and the formation
is fully defined by the instantaneous dynamic of the leader.
Furthermore, the presented approach is more reactive in the
sense that it takes at each sample time only the current
configuration and velocity of the Leader, instead of using
the trajectory of the Leader as a reference for the formation
[58], [59].

An important consideration to take into account to achieve
the presented formation strategy, is that the followers have
to know, as accurately as possible, the leader state (pose and
velocity). It is assumed in what follows that the Leader sends
its state by stable Wi-Fi communication without latency.
However, cameras and/or LIDAR sensors embedded in each
follower, can be used to estimate the leader state [60] [61]
[8]. In the sequel, fi is given in a global Cartesian frame
to homogenize the notation of the equations [57]. The pose
of the virtual target Tdi

w.r.t. the leader pose in the global
reference frame can be written as (cf. Figure 13):

 xTi
= xL + hi cos(θL)− li sin(θL)

yTi
= yL + hi sin(θL) + li cos(θL)

θTi
= θL + βi

(15)

where (xL, yL, θL) is the current pose of the leader and βi

is the Tdi
orientation w.r.t. the leader pose. It is given by:

βi = arctan (hi/(rcL − li)) (16)

where rcL is the radius of curvature of the leader. Differenti-
ating equation (15), the velocities of each Tdi

are given thus
by:

vTi
=
√

(vL − liωL)2 + (hiωL)2 (17)

ωTi =ωL + β̇i (18)

where vL and ωL are respectively the linear and angular
velocities of the leader, β̇i is computed as:

β̇i = −hiṙcL/
(
(rcL − li)

2 + (hi)
2
)
. (19)

One can note from equation (19) that when β̇i is equal to
zero, the formation has a constant radius of curvature rcL
and the angular velocities of the virtual targets are equal to
the angular velocity of the leader (ωTi = ωL) (18).

Dynamic and smooth formation reconfiguration: It is
presented summarily in what follows a new Strategy for For-
mation Reconfiguration (SFR) [57] based on suitable smooth
switches between different virtual target configurations. It is
considered in the following a deterministic target assignment,
and a label Hi of the virtual target Tdi

is assigned to UGVi at
the beginning of the experiments. This label is kept by each
UGV in the reconfiguration phase. It is important to notice
that the new virtual targets (defined on the new formation
shape) must be ahead of the UGVs to guarantee the stability
of the overall system (the vehicle must not go back to reach
the new virtual target). If this condition is not satisfied, then
the former formation will be adapted by increasing smoothly
and contentiously the longitudinal coordinates hi until all
UGVs are positioned in the right configuration. The error
between the coordinates of the former and the new formation
efi(ehi , eli) is defined as:

efi = fni − ffi (20)

where ffi (h
f
i , l

f
i ) and fni (hn

i , l
n
i ) are respectively the coordi-

nates of the former formation and the new desired formation
(cf. Figures 13).

The reconfiguration process between the different forma-
tion shapes is given by:

fi =
{

hi = hn
i − ehi

e−kr(t−tr), li = lni ; if ehi
< 0

hi = hn
i , li = lni ; if ehi

≥ 0
(21)

where fi(hi, li) are the coordinates of the current virtual
target Tdi to be tracked by the follower UGVi. ehi is
the longitudinal coordinate of efi that enables to detect
if the virtual target is ahead of its corresponding follower
(ehi

≥ 0). The adaptation function when ehi
< 0 (virtual

target behind to followeri) is set as proportional to the
error between formation shapes, where kr is a real positive
constant designed according to the dynamic of the leader and
tr > 0 is the initial time for the reconfiguration process.
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B. Proposed MCA and Experimental validation

This section presents the proposed multi-controller ar-
chitecture (cf. Figure 14) to obtain safe and smooth robot
navigation in formation. A basic structure of type 2 (cf.
Figure 6(b)) is used with notably the addition of a Forma-
tion Parameters block which determines the desired multi-
robot configurations. An overview of the different blocks
composing this architecture is briefly presented below while
emphasizing the new blocks/features.

• “Perceptions & communication” block: as emphasized
in section II-C.1, this block is in charge of all the local
and/or global robot perceptions. Furthermore, knowing
that several robots have to coordinate their movements,
it is important to have reliable and low-latency commu-
nication between the robots.

• “Hierarchical action selection” block: it aims to man-
age the switches between the two elementary con-
trollers, Obstacle avoidance and Dynamic target reach-
ing blocks, according to the formation parameters and
environment perception. It activates the Obstacle avoid-
ance controller as soon as it detects at least one obstacle
which can hinder the robot’s future movement toward
its assigned dynamic virtual target.

• In terms of set-point blocks, they are harmonized as mo-
tivated in section II-C.3. Indeed, they are always defined
according to an appropriate target pose (xT , yT , θT ) and
a linear velocity vT .

– “Obstacle avoidance set-point” block: This well
detailed block, in section II-B, allows to each
elementary robot to avoid reactively, and in a safe
and reliable way, any obstructing obstacle.

– “Dynamic target reaching set-point” block: These
set-points are defined according to the assigned
formation shape (e.g., triangle, line, etc.). All the
robots (except the Leader) have to track their
assigned dynamic target (given according to the
desired formation).

• “Control law” block: A stable and generic common
control law for target tracking, as given in section II-C.4
is used.

Experimental validation: An experimentation was made
using 3 VIPALABs. The objective is to validate the pro-

posed strategies based on the Leader-follower approach and
reconfiguration mechanism. Figure 15(a) shows the sequence
of the MVS evolution, from the beginning with an initial
triangular formation to a linear one, when the Leader detects
an obstacle, and once the last follower detects the end of the
obstacle, the formation returns to the triangular formation
in a smooth way. Figure 15(b) shows the trajectories of
the 3 VIPALABs, and it attests on the safety and the
smoothness of the performed navigation in formation and
its reconfiguration. This experiment can be found online.5

More details about the proposed strategy which deals with
the navigation in formation of a group of autonomous vehi-
cles are given in [57] and [62, Chapter 5]. These references
highlight also the way to guarantee that the assigned target’s
set-points are always attainable by the Followers, which
allows thus to guarantee the reliability of the overall multi-
vehicle navigation in formation.

V. CONCLUSION AND FURTHER WORK

This paper emphasizes the use of homogeneous Multi-
Controller Architectures (MCAs) in order to increase grad-
ually the autonomy of single vehicle as well as multi-
vehicle systems to achieve complex navigation in cluttered
and/or dynamic environments. Indeed, the obtainment of
fully autonomous vehicle could be reached only if the overall
used control architecture (perception-decision-action) can
guarantee the safety and reliability of the navigation while
allowing to maintain a high level of flexibility and adapt-
ability to achieve different assigned tasks. This paper made
a focus on the decision/action aspects, while emphasizing
the importance to have generic and bottom-up developments
of the MCA. Three closely related elements have been
highlighted concerning MCA: (i) Importance of flexible and
reliable obstacle avoidance controller (ii) Homogenization
and standardization of task modeling: in terms of set-points
definition and their corresponding stable control law; ap-
propriate reference frames for task modeling/achievement.
These specific reference frames guide for instance the ve-
hicle’s behaviors and allows us to evaluate the success
of the current achieved sub-task (e.g., obstacle avoidance,
targets reaching/tracking, etc.). Therefore, each elementary
reference frame orientates locally the vehicle navigation. (iii)
Navigation sub-tasks definition while using only appropriate
attraction/tracking toward static/dynamic targets. This has
been highlighted with two examples: flexible and reliable
navigation based on sequential target reaching, and dynamic
multi-vehicle navigation and formation reconfiguration. As
main future work to enhance the features of MCAs, several
works have been initiated to prove the stability and reliability
of the overall MCA even in the presence of uncertainties (due
for instance to the perception or to the vehicle modeling).
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